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Executive summary

Organisations, governments and citizen-driven initiatives around the world aspire to use data to tackle major societal and economic problems, such as combating the COVID-19 pandemic. Realising the potential of data for social good is not an easy task, and from the outset efforts must be made to develop methods for the responsible management of data on behalf of individuals and groups.

Widespread misuse of personal data, exemplified by repeated high-profile data breaches and sharing scandals, has resulted in ‘tenuous’ public trust in public and private-sector data sharing. Concentration of power and market dominance, based on extractive data practices from a few technological players, both entrench public concern about data use and impede data sharing and access in the public interest. The lack of transparency and scrutiny around public-private partnerships add additional layers of concerns when it comes to how data is used. Part of these concerns comes from the fact that what individuals might consider to be ‘good’ is different to how those who process data may define it, especially if individuals have no say in that definition.


2 In 2020, in partnership with Understanding Patient Data at the Wellcome Trust, the Ada Lovelace Institute convened patient roundtables and citizen juries across the UK and commissioned a nationally representative survey of 2,096 people. The findings show that 82% of people expect the NHS to publish information about data access partnerships; 63% of people are unaware that the NHS gives third parties access to data; 76% of people believe the public should be involved in decisions about how NHS data is used. The two reports that underpin this research are available at: https://understandingpatientdata.org.uk/news/accountability-transparency-and-public-participation-must-be-established-third-party-use-nhs [Accessed 18 Feb. 2021].
The challenges of the twenty-first century demand new data governance models for collectives, governments and organisations that allow data to be shared for individual and public benefit in a responsible way, while managing the harms that may emerge.

This work explores the legal mechanisms that could help to facilitate responsible data stewardship. It offers opportunities for shifting power imbalances through breaking data silos and allowing different levels of participatory data governance, and for enabling the responsible management of data in data-sharing initiatives by individuals, organisations and governments wanting to achieve societal, economic and environmental goals.

This report focuses on personal data management, as the most common type of data stewarded today in alternative data governance models. It points out where mechanisms are suited for non-personal data management and sees this area as requiring future exploration. The jurisdictional focus is mainly on UK law, however this report also introduces a section on EU legislative developments on data sharing and, where appropriate, indicates similarities with civil law systems (for example, fiduciary obligations resembling trust law mechanisms).

---

3 For a more detailed discussion on participatory governance see the Ada Lovelace Institute’s forthcoming report on Exploring participatory mechanisms for data stewardship (March 2021).

Produced by a working group of legal, technical and policy experts, this report describes three legal mechanisms which could help collectives, organisations and governments create flexible governance responses to different elements of today’s data governance challenges. These may, for example, empower data subjects to more easily control decisions made about their data by setting clear boundaries on data use, assist in promoting desirable uses, increase confidence among organisations to share data or inject a new democratic element into data policy.

Data trusts, data cooperatives and corporate and contractual mechanisms can all be powerful mechanisms in the data-governance toolbox. There’s no one-size-fits-all solution and choosing the type of governance mechanism will depend on a number of factors.

Some of the most important factors are purpose and benefits. Coming together around an agreed purpose is the critical starting point, and one which will subsequently determine the benefits and drive the nature of the relationship between the actors involved in a data-sharing initiative. These actors may include individuals, organisations and governments although data-sharing structures do not necessarily need to include all actors mentioned.

The legal mechanisms presented in this report aim to facilitate this relationship, however the broader range of collective action and coordination mechanisms to address data challenges also need to be assessed on

---

5 For the purposes of this report, data trusts are regarded as underpinned by UK trust law.
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a case-by-case basis. The three mechanisms described here are meant to provide an indication as to the types of approaches, conditions and legal tools that can be employed to solve questions around responsible data sharing and governance.

To demonstrate briefly how purpose can be linked to the choice of legal tools:

**Data trusts** create a vehicle for individuals to state their aspirations for data use and mandate a trustee to pursue these aspirations. Data trusts can be built with a highly participatory structure in mind, requiring systematic input from the individuals that set up the data trust. It’s also possible to build data trusts with the intention to delegate to the data trustee the responsibility to determine what type of data processing is to the beneficiaries’ interest. The distinctive elements of this model are the role of the trustee, who bears a **fiduciary duty** in exercising data rights (or the beneficial interest in those rights) on behalf of the beneficiaries, and the role of the overseeing court in providing additional safeguards. Therefore, data trusts might work better in contexts where individuals and groups wish to define the terms of data use by creating a new institution (a trust) to steward data on their behalf, by representing them in negotiations about data use.

**Data cooperatives** can be considered when individuals want to voluntarily pool data resources and repurpose

---

the data in the interests of those it represents. Therefore, data cooperatives could be the go-to governance mechanism when relationships are formed between peers or like-minded people who join forces to collectively steward their data and create one voice in relation to a company or institution.

**Corporate and contractual mechanisms** can be used to design an ecosystem of trust in situations where a group of organisations see benefits in sharing data under mutually agreed terms and in a controlled way. This means these mechanisms might be better suited for creating data-sharing relationships between organisations. The involvement of an independent data steward is envisaged as a means of creating a trusted environment for stakeholders to feel comfortable sharing data with other parties, who they may not know or have had an opportunity to develop a relationship of trust.

This report captures the leading thinking on an emerging and timely issue of research and inquiry: how we can give tangible effect to the ideal of **data stewardship**: the trustworthy and responsible use and management of data.

Promoting and realising the responsible use of data is the primary objective of the Legal Mechanisms for Data Stewardship working group and the Ada Lovelace Institute, who produced this report, and who view this approach as critical to protecting the data rights of individuals and communities, and unlocking the benefits of data in a way that’s fair, equitable and focused on social benefit.
Foreword

Four years ago, Jérôme Pesenti (formerly CEO, BenevolentTech) and I authored the independent report, Growing the artificial intelligence industry in the UK, which was commissioned and published by the UK Government in October 2017.\(^7\)

We argued that positioning the UK as a world leader in AI and data-driven technologies would necessitate developing new ways for organisations to responsibly share, pool, access and use data. To this end, we proposed the establishment of ‘data trusts’, a term we used broadly to refer to an institutional mechanism for enabling the trustworthy stewardship of data by organisations.

Since 2017, many terms have been used to describe different mechanisms for data stewardship, and ‘data trusts’ is now understood to have both the figurative meaning we employed above, and a literal meaning to refer to the use of trust law to facilitate data stewardship. Research has begun to explore how literal data trusts might be one of a range of legal mechanisms for facilitating data stewardship, and how they might apply in practice. This requires careful thought: as the controversy around Google affiliate Sidewalks Labs’ efforts to develop Toronto’s Waterfront shows, simply calling a data trust a ‘trust’, or indeed any other data access architecture ‘trustworthy’, is not sufficient.

This report arose out of the need to encourage more joined-up thinking on data trusts and other legal mechanisms for data stewardship: not only trusts, but cooperatives, and contractual and corporate mechanisms, and in particular to engage the legal profession more in the debate. In 2019, John Taysom (Co-founder and NED, Privitar), Michael Hatchard (Retired Partner, Skadden, Arps, Slate, Meagher & Flom LLP) and I met to work out a way forward, and decided to convene a working group of legal, technical and policy experts to survey the current state of development of legal mechanisms. The first meeting of the working group was in December 2019 and this report is the result of our work.

I am particularly excited that this report is a joint publication of the AI Council and the Ada Lovelace Institute, and endorsed by the City of London Law Society, the Open Data Institute, the Data Trusts Initiative.

The timing couldn’t be better. In January 2020, the AI Council published a new Roadmap providing recommendations to help the Government’s strategic direction on AI. Picking up on the recommendations made in the Hall-Pesenti 2017 report, the Roadmap introduces an entire section on Data, Infrastructure and Public Trust.

One of the recommendations is to:

‘Lead the development of data governance options and its uses. The UK should lead in developing appropriate standards to frame the future governance of data.’

This report sits firmly under this recommendation by providing a review of the range of legal options available for data stewardship, with case studies illustrating their application.

I see an increasing amount of interest in government and the private sector in trialling mechanisms for data stewardship, and this has accelerated during the pandemic. I hope this report will inspire organisations to begin to think creatively about how to structure legal arrangements for enabling data-sharing initiatives that responsibly use and manage data, and build in a participatory element for achieving wider public interest. Understanding the various legal mechanisms is the first step towards seeding pilot projects and encouraging the real-world implementation of these important ideas.

**Professor Dame Wendy Hall**

*Chair of the Legal Mechanisms for Data Stewardship working group*
How to read this report

If you’re a policymaker thinking about data policy

- Start with the summary table on page 12, for an overview of the different legal mechanisms surveyed in this report, which can be used to improve responsible use and management of data.
- Read the report from the point of view that facilitating responsible data use, addressing power imbalances and building in participatory data governance are necessary for enabling more confidence in data-sharing initiatives by making sure institutional visions for the common good match with the public’s views.
- Keep in mind that facilitating responsible data sharing gives birth to specific questions around coordinating people and organisations, and there is no one-size-fits-all approach.
- Skip to the case studies at pages 47 (mock case study), 68 and 90–94, and check the examples on pages 55–60 and 81–88 to see how these legal mechanisms play out in practice.
- **Take away from this report that responsible data-sharing practices need governmental support across the board and there can be multiple mechanisms that support responsible stewarding of data.**

If you’re an organisation with existing data assets that wants to share data with others

- Start with the summary table on page 12, for an overview of the different legal mechanisms surveyed in this report.
- If you have existing data assets and want to share those with other organisations, consider focusing on Corporate and Contractual Mechanisms (Chapter 3).
- Skip to the case studies at pages 47 (mock case study), 68 and 90–94, and check the examples on pages 55–60 and 81–88 to see how these legal mechanisms play out in practice.
If you’re an individual, researcher or organisation interested in innovative approaches to collecting or using data

- Start with the summary table on page 12, for an overview of the different legal mechanisms surveyed in this report.
- Individuals aiming to define the terms of data use can consider Data Trusts (Chapter 1) and Data Cooperatives (Chapter 2), which provide the most potential for 'bottom up' and collective approaches to data stewardship.
- Researchers and organisations can consider the benefits potentially offered by all three models described, such as accessing more customised datasets of potentially higher quality.
- Skip to the case studies at pages 47 (mock case study), 68 and 90–94, and check the examples on pages 55–60 and 81–88 to see how these legal mechanisms play out in practice.

If you’re a lawyer or a data officer advising on data management

- Start with the summary table on page 12, for an overview of the different legal mechanisms surveyed in this report.
- Consider that engaging with all three models described could offer benefits, such as ensuring legal compliance and future proofing data governance practices.
- Skip to the case studies at pages 47 (mock case study), 68 and 90–94, and check the examples on pages 55–60 and 81–88 to see how these legal mechanisms play out in practice.
- Don’t hesitate to reach out to the Ada Lovelace Institute to connect with working group experts, share case studies and explore ideas with us. Contact us: hello@adalovelaceinstitute.org.
## This report at a glance

In order to navigate this report, the table below is intended to offer a quick and accessible overview of its contents. The tables present the:

- characteristics of the legal mechanisms
- distinctive elements and similarities
- starting points that were used for the purposes of this report
- places where data stewardship plays a role.

<table>
<thead>
<tr>
<th>Data trusts</th>
<th>Data cooperatives</th>
<th>Corporate and contractual mechanisms</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>What is it?</strong></td>
<td>Individuals delegate data rights or the beneficial interest in those rights* to trustees. Trustees exercise the data rights on behalf of the trust’s beneficiaries</td>
<td>Members voluntarily pool resources and have an equal stake in the organisation and its management</td>
</tr>
<tr>
<td><strong>Who is responsible for stewarding the data?</strong></td>
<td>Trustees</td>
<td>Members</td>
</tr>
<tr>
<td><strong>Who is playing a role?</strong></td>
<td>Individuals (or organisations) and trustees</td>
<td>Individuals (or organisations) pool resources together</td>
</tr>
<tr>
<td><strong>What situation is this most suited to?</strong></td>
<td>When action is needed to empower individuals by redefining the terms of data use</td>
<td>Corporate and contractual structures are models that are already in existence</td>
</tr>
<tr>
<td><strong>Goals could include:</strong></td>
<td>Goals are held commonly by members and respond to their interests</td>
<td>Goals could be organisationally focused, for example by protecting the rights of the parties involved while sharing of different types of data is encouraged</td>
</tr>
<tr>
<td></td>
<td>such as increasing individuals’ ability to exercise existing data rights</td>
<td>The purpose can also be to serve wider public benefits, for example sharing data to accelerate achieving societal, economic and environmental goals</td>
</tr>
<tr>
<td></td>
<td>to support individuals and groups to proactively define terms of data use, thus correcting power asymmetries</td>
<td></td>
</tr>
<tr>
<td></td>
<td>to support data use for wider societal purposes</td>
<td></td>
</tr>
</tbody>
</table>

*see discussion on page 28
### Data trusts
- **What type of data can be involved?**
  - Personal data
  - Non-personal data
  - Accessed on a layered, segregated, aggregated or controlled basis depending on circumstances

- **Whose rights are central in this arrangement?**
  - Individuals (seen as data subjects by the GDPR)

- **What business model is used? How are the mechanisms financed?**
  - Privately or publicly funded or self-supporting (e.g. by companies or government support, or generating income streams from data)

- **What is an example of this in practice?**
  - Data trusts are an emerging approach to data governance, and the Data Trusts Initiative is developing pilot data trusts projects

- **Distinctive elements**
  - Trust law provides institutional safeguards that could potentially reduce the vulnerabilities associated with asymmetries of power
  - Data trustees steward the assets managed in a trust on behalf of its beneficiaries
  - Data trustees bear fiduciary responsibility to exercise (or leverage the beneficial interest inherent in) their data rights

### Data cooperatives
- **What type of data can be involved?**
  - The members of the cooperative (primarily individuals or data subjects)

- **Whose rights are central in this arrangement?**
  - The members of the cooperative (primarily individuals or data subjects)

- **What business model is used? How are the mechanisms financed?**
  - Income streams from data

- **What is an example of this in practice?**
  - Genomics England, Data4Life (see also pages 55–60 for more examples)

- **Distinctive elements**
  - Owned and run by members

### Corporate and contractual mechanisms
- **What type of data can be involved?**
  - The contractual or corporate legal structures can help balance the data provider’s rights as providers of commercially confidential information to increase confidence in data sharing

- **Whose rights are central in this arrangement?**
  - The contractual or corporate legal structures can help balance the data provider’s rights as providers of commercially confidential information to increase confidence in data sharing

- **What business model is used? How are the mechanisms financed?**
  - For-profit or not-for-profit models (where profit is envisaged, it will be important to determine whether the organisation is able to make a profit other than for the benefit of its own business, e.g. surplus profits may be distributed to the shareholders as dividends)

- **What is an example of this in practice?**
  - Southampton Data Foundation, Emergent Alliance (see also pages 81–88 for more examples)

- **Distinctive elements**
  - Provides the legal tools to design an ecosystem of trust for those who see a benefit in coming together

---


## Similarities between data trusts and data cooperatives
- Individuals group together on the basis of shared values, attitudes to risk, and understanding of how data is used
- Achieve a more powerful voice in contract negotiations
- Wider individual choices about data use beyond the ‘take it or leave it’ approach

## Similarities across all three mechanisms
- Facilitate data sharing between parties for a defined set of aims or an agreed purpose
- Can involve aims that are philanthropic or for common good
- Flexible responses for designing data-governance systems

## Starting point for this report
- Increase individual’s ability to exercise existing rights
- Redistribute power by supporting individuals and groups to proactively define terms of data use
- Support data uses that reflect social understandings of value

## Where data stewardship comes in
- Core rationale for using trust law for data governance is the fiduciary duty it creates. Trustees must steward data for the benefit of the trust’s beneficiaries
- In addition to fiduciary responsibilities, the law of equity provides a framework for accountability

## Data trusts
- Members set it up for their benefit (members are individuals or data subjects)
- Member’s benefit can also translate to wider social benefits
- Cooperative structures often rely on corporate or contractual mechanisms (see page 66)

## Data cooperatives
- Those responsible for stewarding the data act in the context of the collective interests of the members, and may have to advance the interests of all members at once, and/or achieve consensus over whether an action is allowed

## Corporate and contractual mechanisms
- Organisations want to achieve more than mere data sharing
- Includes a purpose wider than the benefit gained by those who make use of data

### An independent data steward is involved as a way to:
- generate trust between all parties
- help overcome relevant contextual barriers

The data steward’s role is to:
- oversee data processing, make decisions and grant access according to terms
- enforce compliance of agreed terms
- facilitate the exercise of rights by individuals, and ensure that data providers and data users have adequate remedies
Methodology

This report is authored by a working group established by Professor Dame Wendy Hall, following the publication of the independent report *Growing the artificial intelligence industry in the UK* in 2017, which provides recommendations for improving access to data.\(^{12}\)

The working group began in 2019 with the objective to survey the current state of development of legal mechanisms for data stewardship and consists of legal, technical and policy experts. The Royal Society assisted the working group until August 2020 when the Ada Lovelace Institute took over the role of the secretariat.
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Introduction

Responsibly collecting, storing, sharing and using data is key to unlocking its potential. The vast amounts of rich data that organisations, researchers, governments and corporations collect, clean, process and store can help conduct health research, make cities more environmentally friendly, and produces societal value for individuals and communities.

Current events such as the coronavirus pandemic emphasise the need to enable cross-border data sharing while maintaining high standards for privacy and security. At the same time, international data flows are the backbone of today’s digital economy, and geo-political shifts such as the UK leaving the European Union add to the momentum for considering more mature, rights-preserving data-sharing architectures and building the grounding pillars for responsible data use and management as key elements to promote economic and social development.

The complexities, gaps and limitations of both the UK and European data regime are still to be fully understood. Negotiating the tensions arising from intensively debated issues such as the consent mechanism, or the lack of incentive structures for individual and society-first approaches to data sharing, still represent unresolved challenges. Moreover, there is also a ‘data trust deficit’: public trust in those who use data is currently low. This is true in both the private and public sectors, although non-profit service providers (such as the NHS and doctors) are more trusted than for-profit organisations (like internet companies, supermarkets or insurance providers).

---


14 For a more detailed discussion on consent and power asymmetries see the ‘Why data trusts?’ section in chapter 1 (page 32).

For the public sector, the lack of trust among the wider public can translate into a lack of compliance by individuals with government policies, which can have devastating effects during public health emergencies and raises questions of political legitimacy.

For the private sector, the lack of trust comes with considerable implications. Reputational issues or suspicions over non-compliance with legal requirements can trigger aggressive and costly regulatory action. The lack of trust can also lead to significant gaps in building products and models when, for example, particular population demographics do not trust data governance practices to share their data.

However, not all systems people trust are trustworthy. Building confidence in data sharing translates to building trustworthy data governance practices. Therefore, to prevent negative outcomes and the ‘social licence’\(^\text{16}\) for data from being eroded, strengthening the trustworthiness of all organisations that use, manage and steward data becomes imperative.

This requires structures to ensure that there is evidence of trustworthiness, including appropriate tools for unobstructed scrutiny and accountability measures that enable affected individuals to oversee data uses, regardless of the field, purpose or actors involved. This means getting the governance of data right: ensuring it is collected, gathered, shared and used responsibly on behalf of people and society. This involves managing – or stewarding – data the right way.

Recent policy developments at national level with the National Data Strategy, and at the regional level with the EU’s Data Strategy and proposed Data Governance Act, make it all the more important to develop this concept to establish guidance on how responsible use, collection and management of data can be achieved in practice.

This report explores three legal mechanisms that can help answer questions around how to give effect to responsible data-governance practices in data-sharing initiatives centred on individuals or on wider public outcomes.

What is data stewardship?

Stewardship is often described as a concept that embodies the responsible planning and management of resources. The use of stewardship to describe the governance of resources was foundational to the work of Nobel Prize-winning economist, Elinor Ostrom.

Though data isn’t a traditional ‘resource’, data stewardship can help with thinking through aspects of trustworthy and responsible data use. It’s key to protecting the data rights of individuals and communities and unlocking the benefits of data in a way that’s fair, equitable and focused on social benefit.

As S Rosenbaum (2010) points out,

‘Data stewardship is a concept with deep roots in the science and practice of data collection, sharing, and analysis. Reflecting the values of fair information practice, data stewardship denotes an approach to the management of data… The concept of a data steward is intended to convey a fiduciary (or trust) level of responsibility toward the data. Data governance is the process by which responsibilities of stewardship are conceptualized and carried out.’

Taking this description as a starting point, data stewardship is about the practice of data collecting, sharing and analysis, is informed by values and engages with questions of fairness.
Examples of what data stewardship might involve in practice are:

- stewarding genetic data for health research (UK Biobank)\(^{19}\)
- combining or linking multiple datasets and providing insights to those that have contributed data (HiLo in the maritime sector)\(^{20}\)
- enabling people a participatory role in stewarding data about themselves (Open Humans)\(^{21}\)

As these examples indicate, stewarding data to achieve trustworthy data governance often means coordinating many parties, and as Elinor Ostrom pointed out, doing it for mutual benefit requires careful consideration of contextual conditions and the mechanisms that will invite cooperation. This is particularly true of data, where the following can apply:

- There is more than one party involved, and often many parties.
- The parties involved have wishes that will align in some cases, and not in others.
- The uses of the data can change, as can the intentions of the parties involved towards it, and there can be unexpected secondary uses, new ways of linking and potentially sensitive inferences that can be drawn.
- The rewards for collecting and sharing data are often realised only (and sometimes disproportionately) by those who are using it.
- The costs of data privacy breaches are not borne equally by all parties and are unpredictably distributed between those involved.
- Trust between parties often requires repeated interaction, and may take time to arise.
- Coordinating multiple parties around data can be organisationally costly.
- The wishes of parties to an organisational solution, and their appointed representatives, may not always align.

Strengthening the trustworthiness of data governance through data stewardship means working with these problems and solving them for society. Because they can change and apply in different ways across contexts, this can mean solutions that are unique to some circumstances and have to be adapted for others.

---
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The notion of data stewardship is in its infancy, and thinking is just beginning to emerge about how to give effect to the ideal. There are multiple organisations exploring the concept and looking at data stewardship in different ways:

For example, the Open Data Institute (ODI) and the Aapti Institute consider stewardship as an overarching concept that describes the types of approaches and values used to design new models of data governance. More specifically, the ODI introduces the notion of data institutions which are ‘organisations that steward data on behalf of others, often towards public, educational or charitable aims’. Stewarding data is understood as ‘making important decisions about who has access to data, for what purposes and to whose benefit’, an approach that discourages a ‘data hoarding’ culture where organisations refrain from sharing data, a practice that would limit realising the value of data.

For the Aapti Institute, data stewardship involves an intermediary who facilitates consent and decision-making in a way that enables individuals to participate in decisions around how data is used, and which balances data rights and societal good. Further clarifying the role of data stewards by analysing data sharing in the mobility context, the Aapti Institute looks at data stewards as a ‘trusted, neutral intermediary who engages and negotiates with stakeholders to represent their best interests while preserving the privacy of individuals’.

In another view, Mozilla interprets data stewardship through the lens of empowerment. Under the Mozilla Corporation’s data stewardship

---

24 Hardinges, J. and Keller, J.R. (2021). What are data institutions and why are they important?
25 Ibid.
29 Mozilla currently consists of two organizations: Mozilla Foundation, which wholly owns the second organization, Mozilla Corporation, as its subsidiary. More information available at: Mozilla Foundation (2020). Home. [online] Available at: https://foundation.mozilla.org/en/who-we-are [Accessed 18 Feb. 2021].
programme, data stewardship is seen as the 'storage of data that also provides the data owner with control'. In the Mozilla Foundation's study, the exploration looked at data stewardship and governance approaches that can create power shifts and imply a societal goal.

In this interpretation, data stewardship could be understood in contrast to practices of data commodification and monetisation, extraction and surveillance that undermine public confidence in, and the legitimacy of, effective stewardship of data for people and society.

Other organisations have put forward concrete descriptions of what a data steward's role or function might be. For example, GovLab looks at data stewards as an emergent profession, and defines their role as 'individuals or teams that are empowered to proactively initiate, facilitate and coordinate data collaboratives'. Data collaboratives are understood as a new form of collaboration primarily addressed to companies for exchanging data to create public value.

In the private sector, Experian defines data stewards as 'responsible for the quality of a particular set of data on a day-to-day basis' as part of a data-governance framework centred on data quality. Salesforce also emphasises data quality, but encourages cross-organisational responsibility over the management and maintenance of data.

Going a step further, the Interactive Advertising Bureau (IAB) defines data stewardship as 'the collection, management, use, storage and disposal of data' and sees good data stewardship as maintaining 'ethical and efficient control' over data flows and ensuring higher quality data.
For the purpose of this report, we understand data stewardship to mean the responsible use, collection and management of data in a participatory and rights-preserving way.

In the public sector, the New Zealand Government designed a data-stewardship framework and toolkit and sees data stewardship as the ‘careful and responsible creation, collection, management, and use of data’.\(^{37}\) It introduces the role of a Government Chief Data Steward, to support the ‘use of data as a resource across government to help deliver better services’.\(^{38}\) In the US public sector, while the US Census Bureau refers to stewardship as an ‘approach to maintaining trust’ of the people, the sole science agency for the US Department of the Interior (USGS) defines data stewardship as ‘primarily the job of the professionals who create and maintain data’.\(^{39}\)

The two main axes that can be identified from these different perspectives are around sharing data responsibly and using it for societal good.\(^{40}\) For the purpose of this report, we understand data stewardship to mean the responsible use, collection and management of data in a participatory and rights-preserving way.

This report focuses exclusively on exploring legal mechanisms that can enable data stewardship, and canvasses three potential areas of development across three chapters of this report: data trusts, data cooperatives, and corporate and contractual mechanisms.

A broad range of mechanisms could be used alongside the legal mechanisms presented, in order to enable data stewardship. See more in Annex 1 on ‘Existing mechanisms for supporting data stewardship’.

---


\(^{40}\) For a more detailed taxonomy of data stewardship see Manohar, S. et al. (2019). Understanding data stewardship: taxonomy and use cases.
Chapter summaries

Chapter 1: Data trusts

Trust law has long been used as a vehicle to establish the rights and responsibilities that different parties have in connection to an asset, according to principles of fairness and justice. Today, this seemingly historical tool could find new applications in data governance, enabling individuals and groups to assert influence over how data about them is used, and in so doing addressing the limitations of traditional governance methods and the digital power imbalances they have established. Harnessing this potential requires action to clarify the scope of existing data rights and experiment with the application of trust law to real-world data-governance challenges.

The first chapter starts with background information around the emergence of concepts of equity and trust. It makes the case that data trusts offer sufficient flexibility to respond to emerging governance challenges and tackle power asymmetries and the exercise of data rights. The relationship between data trusts and data rights is presented and includes further details regarding alternatives to data trusts. Next, it discusses a series of potential challenges, and the section ends with remarks around what action is needed for developing data trusts.

While organisations could also form data trusts, for the purposes of this report we envisage data trusts where the beneficiaries are individuals (data subjects). While trusts could manage rights over non-personal data, the report refers to individuals delegating their rights (or beneficial interest therein) over personal data. This chapter makes the case for data trusts as alternative governance models that aim to balance the asymmetries between those who have less power and are more vulnerable (individuals or data subjects) and those who are in a more favoured position (organisations or data controllers). The unique characteristic of data trusts that is argued in this report is that the institutional safeguards provided by trust law can reduce the vulnerabilities associated with asymmetries of power.
Chapter 2: Data cooperatives

Similar to data trusts, the cooperative approach can give members an equal stake in the organisation of data governance and an equal say in its management. This translates into giving members of the cooperative more control of their data and repurposing the data in the interests of those represented in it, as opposed to the erection of defensive restrictions around the use of data to prevent activities that conflict with the interests of data subjects. As the organisation is owned and run by its members, the cooperative approach can be seen as a solution to a growing sense of powerlessness people feel over business practices and the wider economy.

For the purposes of this report, data cooperatives have as their main purpose the stewardship of data for the benefit of its members. However, this is not to say that a cooperative whose aim is to benefit its members might not also benefit wider society. As examples in this chapter illustrate, there are cases where members' benefits are also hoped to benefit wider society.

The second chapter starts with a description of the role and purpose of data cooperatives and briefly presents the UK legal landscape for data cooperatives. Next, it describes data cooperatives through the lens of data stewardship, and lays out the characteristics of data cooperatives in comparison to data commons. This section also looks at some examples of data cooperatives, together with the problems and opportunities they address. Finally, it explores the structure and characteristics of cooperatives, and summarises some of the challenges presented by the cooperative model, together with alternative approaches.

Chapter 3: Corporate and contractual mechanisms

Corporate and contractual mechanisms can facilitate data sharing between parties for a defined set of aims or an agreed purpose. Where a group of stakeholders see benefits in coming together to share data, they will need tools to design an ecosystem of trust and make sure that no single stakeholder dominates the data-management decision processes.
The involvement of an independent data steward is envisaged as a means of creating a trusted environment for stakeholders to feel comfortable sharing data with other parties, who they may not necessarily know or with whom they have not had an opportunity to develop a relationship of trust.

The third chapter starts with considerations regarding the purpose of corporate and contractual mechanisms. It sets out the case that core purpose should be considered as wider than just the benefit gained by those who make use of data. The chapter describes potential legal structures that could translate this principle into practice and also maps the data-protection requirements. The chapter contains a rich list of examples of data-sharing initiatives that contain elements of data stewardship, and concludes with a brief discussion about potential challenges.

It is important to note that legal mechanisms can potentially change over the lifespan of a data structure (due to scalability or development of purpose). For example, a contractual model can become a corporate one, as demonstrated in this third chapter on corporate and contractual mechanisms.

**EU data economy regulation**

Before going into the chapters of this report, we recommend taking a look at Annex 2, which provides context about the EU’s data-related regulation that aims to boost the EU data economy. The brief historical overview highlights the aims of the Data Protection Directive and the General Data Protection Regulation (GDPR), which had two objectives: to protect fundamental rights and freedoms of individuals and to focus on the free movement of personal information as an important component of the Internal Market. The regulatory developments that followed, such as non-personal data regulation, had the same purposes.

At the beginning of 2020, the EU Data Strategy was published. The most recent policy development is the Data Governance Act proposal, which is seen as ‘an important milestone to boost a data-driven
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and focuses on developing an architecture for facilitating data sharing. The main provisions of this proposal that are relevant for this report are discussed below.

The European Commission's data sharing architecture

Following the EU Data Strategy, on 25 November 2020, the European Commission published a new legislative proposal with the aim of enhancing data availability in the European Union. The Data Governance Act creates a notification procedure for data-sharing services (such as data cooperatives and other types of intermediation services) and introduces mechanisms for data for the common good or 'data altruism' purposes.

The proposed regulation emphasises the importance of neutral and independent data-sharing intermediaries and sets out the criteria for providing data-sharing services. For example, the service provider may not use the data for purposes other than to put it at the disposal of data users, and must separate its data intermediation services structurally from any other value-added services it may provide. At the same time, data intermediaries will bear fiduciary duties towards individuals in order to ensure that they act in the best interests of the data holders.

The proposal also requires the creation of a public registry with 'Data Altruism Organisations' consisting of legal entities that operate with a general interest objective and have an establishment in the European Union. These entities will perform on a not-for-profit basis and handle data based on a European data altruism consent form, which indicates which permissions to process were granted by the data subject. The consent form will specify the jurisdictions in which the data use is intended to take place.

These measures are envisaged to contribute to the emergence of data pools for data analytics and machine learning, and the proposal covers both personal and non-personal data. There are also data-transfer requirements to third countries, asking for the provision of adequate data safeguards for the use of data when it comes to exchanging non-personal data – a provision of particular concern in the context of the negotiations between the UK leaving the European

---


This text follows from the EU Data Strategy, published at the beginning of the year, which announced other upcoming proposals such as the Data Act expected in 2021, which could potentially focus on business-to-government data sharing.

Relevant for Chapter 3 (corporate and contractual mechanisms), the proposed EU Data Governance Act sets up a notification procedure for data-sharing services, where providers must submit transparency information to the competent authority, such as the name of the provider and its legal status, contact details and a description of the service the provider intends to provide.

At the same time, there are requirements to place the data-sharing services in a separate legal entity, and a restriction for providers not to use the data for purposes other than to put it at the disposal of data users. This is required both in business-to-business data sharing as well as in business-to-consumer contexts where separation between data provision, intermediation and use needs to be provided. The text does not distinguish between closed or open groups.

Rights delegation and potential impact on legal mechanisms

The draft Data Governance Act (DGA) also explains that data rights ‘cannot be conferred or delegated to a data cooperative’. The latter formulation is particularly broad (it does not distinguish between different kinds of data rights). A difference should be noted between delegating rights per se, and delegating the exercise of a right. Whether or not the wording of that paragraph ends up being revised, the impact of this provision on the feasibility of data trusts on the one hand, and data cooperatives on the other, is easily over-estimated. Where data trusts are concerned, trust law offers a potential workaround, whereby the holder of the data right (the data subject) would declare that they hold the right on trust for the data trustee.

44 See Recital 15 of the draft Data Governance Act: ‘In order to ensure the protection of fundamental rights or interests of data holders, non-personal data which is to be protected from unlawful or unauthorised access under Union or national law, and which is held by public sector bodies, should be transferred only to third-countries where appropriate safeguards for the use of data are provided.’ Available at: https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A52020PC0767


47 See Article 11 of the draft Data Governance Act.

48 See Recital 25 of the draft Data Governance Act.

49 See Recital 24 of the draft Data Governance Act.
The data trustee would then get the benefit of this data right, which they would be bound to use in a particular way, according to the terms of the trust. In such a scenario, no transfer of right has occurred.50

As far as data cooperatives are concerned, their existence or utility does not depend on the transferability of data rights. It may be that some cooperatives would want to set in place some mandate for the exercise of particular data rights. In this respect it will be worth following any evolution in the formulation of the DGA provision.

We also point to global legislative developments on the issue of delegation. In India51 and Canada,52 the recently introduced draft data protection and privacy bills speak about intermediaries that can exercise the rights conferred by law. In the US, the California Consumer Privacy Act (CCPA)53 and the California Privacy Rights Act (CPRA) – which amends and expands the CCPA – both mention ‘authorised agents’ and the South Korean Personal Information Protection Act also talks about ‘representatives’ who can be authorised by the data subject to exercise rights.

---


51 See draft Indian Personal Data Protection Bill 2019. Available at: https://drive.google.com/file/d/1vmeCRehq7e1URstOhnioUTaCkSgM5gv/view


53 See California Consumer Privacy Act of 2018. Available at: https://leginfo.legislature.ca.gov/faces/codes_displayText.xhtml?division=3.&part=4.&lawCode=CIV&title=1.81.5


Chapter 1: Data trusts

Background

Equity as a tool for establishing rights and remedies

Trust law has ancient roots, with the fiduciary responsibilities that sit at its core being traceable to practices established in Roman law. In the UK, the idea of a ‘trust’ as an entity has its origins in medieval England: with many landowners leaving England to fight in the Crusades, systems were needed to manage their estates in their absence.

Arrangements emerged through which Crusaders would transfer ownership of their estate to another individual, who would be responsible for managing their land and fulfilling any feudal responsibilities until their return. However, returning Crusaders often found themselves in disputes with their ‘caretaker’ landowners about land ownership. These disputes were referred to the Courts of Chancery to decide on an appropriate – equitable – remedy. These courts consistently recognised the claims of the returning Crusaders, creating the concepts of a ‘beneficiary’, ‘trustee’
The ability of trusts and trust law to flex and adapt over time has attracted interest in current debates about data governance and ‘trust’ to define a relationship in which one party would manage certain assets for the benefit of another – the establishment of a trust.

While the practices associated with trust law have changed over time, their core components have remained consistent: a trust is a legal relationship between at least two parties, in which one party (the trustee) manages the rights associated with an asset for the benefit of another (the beneficiary). Almost any right can be held in trust, so long as the trust meets three conditions:

1. there is a clear intention to establish a trust
2. the subject matter or property of the trust is defined
3. the beneficiaries of the trust are specified (including as a conceptual category rather than nominally).

In the centuries that followed their emergence, the Courts of Chancery have played an important role in settling claims over rights and creating remedies where these rights have been infringed. Core to the operation of these courts is the concept of equity – that disputes should be settled in a way that is fair and just. In centring this concept in their jurisprudence, they have found or clarified new rights or responsibilities that might not be directly codified in Common Law, but which can be adjudicated according to legal principles of fairness. This has enabled the courts to develop flexible and innovative responses in situations where there may be gaps in Common Law, or where the strict definitions of the Common Law are ill-equipped to manage new social practices.

It is this ability to flex and adapt over time that has ensured the longevity of trusts and trust law as a governance tool, and it is these characteristics that have attracted interest in current debates about data governance.

---
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Why data trusts?

Today’s data environment is characterised by structural power imbalances. Those with access to large pools of data – often data about individuals – can leverage the value of aggregated data to create products and services that are foundational to many daily activities.

While offering many benefits, these patterns of data use can create new forms of vulnerability for individuals or groups. Recent years have brought examples of how new uses of data can, for example, create sensitive data about individuals by combining datasets that individually seemed innocuous, or use data to target individuals online in ways that might lead to discrimination or social division.

Today, these rights are typically managed through service agreements or other consent-based models of interaction between individuals and organisations. However, as patterns of data collection and use evolve, the weaknesses associated with these processes are becoming clearer. This has prompted re-examination of consent as a foundation for data exchange and the long-term risks associated with complex patterns of data use.

The limitations of consent as a model for data governance have already been well-characterised. Many terms and conditions are lengthy and difficult to understand, and individuals might not have the ability, knowledge or time to adequately review data access agreements; for many, interest in consent and control is sparked only after they have become aware of data misuse; and the processes for an individual to enact their data rights – or receive redress for data misuse – can be lengthy and inaccessible.  

Moreover, as interactions in the workplace, at home or with public services are increasingly shaped by digital technologies, there is pressure on individuals to ‘opt in’ to data exchanges, if they are to be able to participate in society. This reliance on digital interactions exacerbates power imbalances in the governance system.

---

Approaches to data governance that concentrate on single instances of data exchange also struggle to account for the pervasiveness of data use, much of this data being created as a result of a digital environment in which individuals ‘leak’ data during their daily activities. In many cases, vulnerabilities arising from data use come not from a single act of data processing, but from an accumulation of data uses that may have been innocuous individually, but that together form systems that shape the choices individuals make in their daily lives – from the news they read to the jobs adverts they see. Even if each single data exchange is underpinned by a consent-based interaction, this cumulative effect – and the long-term risks it can create – is something that existing policy frameworks are not well-placed to manage.\textsuperscript{58}

Nevertheless, it needs to be pointed out that the foundational elements of the GDPR that govern data processing are principles such as data protection by design and by default, and mechanisms such as data protection impact assessments (DPIAs), which are designed to help preempt potential risks as early as possible. These are legal obligations and a prerequisite step before individuals are asked for consent.\textsuperscript{59} Therefore, it is important to highlight the broader compliance failures as well as the limitations of the consent mechanism which play a significant role in creating imbalances of power and potential harm.

The imbalances of power or ability of individuals and groups to act in ways that define their own future create a data environment that is in some ways akin to the feudal system which fostered the development of trust law. Powerful actors are able to make decisions that affect individuals, and – even if those actors are expected to act with a duty of care for individual rights and interests – individuals have limited ability to challenge these structures.

There are also limited mechanisms allowing individuals who want to share data for public benefit to do so via a structure that warrants trust. In areas where significant public benefit is at stake, individuals and communities may wish to take a view on how data is used, or press for action to use data to tackle major societal challenges. At present, the vehicles for the public to have such a voice are limited.


For the purposes of this report, trust law is explored as a new form of governance that can achieve goals such as:

- increase an individual's ability to exercise the rights they currently have in law
- redistribute power in the digital environment in ways that support individuals and groups to proactively define terms of data use
- support data use in ways that reflect shifting understandings of social value and changing technological capabilities.

The opportunities for commercial or not-for-profit organisations focused on product or research development, or which are seriously concerned about implementing a high degree of ethical obligations when it comes to data pertaining to their customers (and empower these customers not only to make active choices about data management, but also benefit from insights from this data) are briefly discussed in the section on ‘Opportunities for organisations to engage with data trusts’ at page 46.

What is a data trust?

A data trust is a proposed mechanism for individuals to take the data rights that are set out in law (or the beneficial interest in those rights) and pool these into an organisation – a trust – in which trustees would exercise the data rights conferred by the law on behalf of the trust’s beneficiaries.

Public debates about data use often centre around key questions such as who has access to data about us and how is it used. Data trusts would provide a vehicle for individuals and groups to more effectively influence the answers to these questions, by creating a vehicle for individuals to state their aspirations for data use and mandate a trustee to pursue these aspirations. By connecting the aspiration to share data to structures that protect individual rights, data trusts could provide alternative forms of ‘weak’ democracy, or new mechanisms for holding those in power to account.

The purposes for which data should be used, or data rights exercised, would be specified in the trust’s founding documents, and these purposes would be the foundation for any decision about how the trust would manage its assets. Mechanisms for deliberation or consultation with beneficiaries could also be built into a trust’s founding charter, with
the form and function of those mechanisms depending on the objectives and intentions of the parties creating the trust.

**Trustees and their fiduciary duties**

Trustees play a crucial role in the success of such a trust. Data trustees will be tasked with stewarding the assets managed in a trust on behalf of its beneficiaries. In a ‘bottom-up’ data trust, the beneficiaries will be the data subjects (whose interests may include research facilitation, etc.). Data trustees will have a fiduciary responsibility to exercise (or leverage the beneficial interest inherent in) their data rights. Data trustees may seek to further the interests of the data subjects by entering into data-sharing agreements on their behalf, monitoring compliance with those agreements or negotiating better terms with service providers.

By leveraging the negotiating power inherent in pooled data rights, the data trustee would become a more powerful voice in contract negotiations, and be better placed to achieve favourable terms of data use than any single individual. In so doing, the role of the data trustee would be to empower the beneficiaries, widening their choices about data use beyond the ‘accept or walk away’ dichotomy presented by current governance structures. This role would require a high level of skill and knowledge, and support for a cohort of data trustees would be needed to ensure they can fulfil their responsibilities.

Core to the rationale for using trust law as a vehicle for data governance is the fiduciary duty it creates. Trustees are required to act with undivided loyalty and dedication to the interests and aspirations of the beneficiaries. The strong safeguards this provides can create a foundation for data governance that gives data subjects confidence that their data rights are being managed with care.

Adding to these fiduciary duties, the law of equity provides a framework for accountability. If not adhering to the constitutional terms of a trust, trustees can be held to account for their actions by the trust’s beneficiaries (or the overseeing Court acting on their behalf) or an independent regulator. Not only is a Court’s equitable jurisdiction to supervise, and intervene if necessary, not easily replicable within

---

61 Ibid.
a contractual or corporate framework, the importance of the fact that equity relies on ex-post moral standards and emphasises good faith cannot be overestimated.

The flexibility offered by trusts also offers benefits in creating a governance system that is able to adapt to shifting patterns of data use. A range of subject matters or application areas could form the basis of a trust, allowing trusts to be established according to need: trusts would therefore allow co-evolution of patterns of data use and regulation.

In conditions of change or uncertainty around data use, this flexibility offers the ability to act now to promote some types of data use, while creating space to change practices in the future.

A further advantage of trust law is its ability to enable collective action while providing institutional safeguards that are commensurate to the vulnerabilities at stake. It is possible to imagine situations in which individuals might group together on the basis of shared values or attitudes to risk, and seek to use this shared understanding to promote data use. In coming together to define the terms of a trust, individuals would be able to express their agency and influence data use by defining their vision. The beneficiaries’ interest can be expressed in more restrictive or prudential terms, or may include a broader purpose such as the furthering of research or influencing patterns of data use. Current legal frameworks offer few opportunities to enable group action in this way.

The relationship between data rights and trusts

Almost any right or asset can be placed in trust. Trusts have already been established for rights relating to intellectual property and contracts, alongside a range of different types of property, including digital assets, and have proven themselves to be flexible in adapting to different types of asset across the centuries.\(^{62}\)

Understanding what data rights can be placed in trust, when those rights arise and how a trust can manage those rights will be crucial in creating

a data trust. Further work will be required to analyse the sorts of powers that a trustee tasked with stewarding those rights might be able to wield, and the advantages that might accrue to the trust’s beneficiaries as a result.

In the case of data about individuals, the GDPR confers individual rights in respect of data use, which could in principle be held in trust. These include ‘positive’ rights such as portability, access and erasure that would appear to be well-suited to being managed via a trust (see also discussion on page 28 on rights delegation).

The development of data trusts will require further clarity on how these rights can be exercised. There is already active work on the extent to which (and conditions according to which) those positive rights may be mandatable to another party to act on behalf of an individual, such as a trustee. Opinions on the issue differ among GDPR experts and publication of the European Commission’s draft Data Governance Act raises new questions about how and whether data rights might be delegated to a trust. The feasibility of data trusts however does not hinge on a positive answer to this delegability question, since trust law offers a potential workaround that does not require any right transfer (see page 28).  

As trusts develop, they will also encounter new questions about the limitations of existing rights and what happens when different rights interact. For example, organisations can analyse aggregated datasets and create profiles of individuals, generating inferences about their likely preferences or behaviours. These profiles – created as a result of data analysis and modelling – would typically be considered the intellectual property of the entity that conducted the analysis or modelling. While input data might relate to individuals, once aggregated and anonymised to a certain extent, it would no longer be considered as personal data under the GDPR. However, if inferences are classified as personal data within the scope of the GDPR, individual data-protection rights should apply. Nevertheless, as some authors have explained, exercising data rights on inferences classified as personal data remains limited, and
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63 Prof. McFarlane puts forward this potential workaround in a conversation with Paul Nemitz and Sylvie Delacroix. See Data Trusts Initiative (2021) Understanding the Data Governance Act: in conversation with Sylvie Delacroix, Ben McFarlane and Paul Nemitz.

64 For further discussion of this and other issues in the development of data trusts, see: Data Trusts Initiative (2020b). Data Trusts: from theory to practice, working paper 1 [online] Data Trusts Initiative. Available at: https://static1.squarespace.com/static/5e3b09ff0b754a35dcb4ff1cee/5f6db2f1f537f3a6f231f5429/1608196603713/Working+Paper+1+-+data+trusts+-+from+theory+to+practice.pdf [Accessed 18 Feb. 2021].
particularly in the case of data portability could give rise to different tensions with trade secrets and intellectual property.\(^{65}\)

An example helps illustrate the challenges at stake: in the context of education technologies, data provided by a student – from homework to online test responses – would be portable under the rights set out in the GDPR, but model-generated inferences about what learning methods would be most effective for that student could be considered as the intellectual property of the training provider. The establishment of a trust to govern the use of pupil data (just like any other ‘bottom-up’ data trust) could help shed light on those necessarily contested borders between intellectual property (IP) rights – that arise from creative input in developing the models that produce individual profiles – and personal data rights.

There will never be a one-size-fits-all answer on where to draw these boundaries between IP and personal data.\(^{66}\) Instead, what is needed is a mechanism for negotiating these borders between parties involved in data use. In such cases, data trustees could have a crucial public advocacy function in negotiations about the extent to which such inferences fall within the scope of portability provisions.

Examining the data rights that might be placed in trust points to important differences between the use of trusts as a data governance tool and their traditional application.

Typically, assets placed in trust have value at the time the trust is created. In contrast, modern data practices mean that data acquires value in aggregate – it is the bringing together of data rights in a trust that gives trustees power to influence negotiations about data use that would elude any individual. Whereas property is typically placed in trust to manage its value, data (or data rights) would be placed in trust in part to create value.

Another difference can be found in the ease with which assets can typically be removed from a trust. Central to the trusts proposition is that individuals would be able to move their data rights between trusts, within


\(^{66}\) A broader discussion could be around whether drawing boundaries is the right approach or whether we might need a different regime for inferences.
an ecosystem of trust entities that provide a choice in different types of data use.

The ecosystem of data trusts that would enable individuals to make choices between different approaches to data use and management presupposes the ability to switch from one trust to another relatively easily, probably more easily than in traditional trusts.

These differences need not present a barrier to the development of data trusts. The history of trusts demonstrates the flexibility of this branch of law, and trusts can have a range of properties or ways of working that are designed to match the intent of their creators.

Alternatives to trust law

The fiduciary duties owed by trustees to beneficiaries can be achieved by other legal models. For example, contractual frameworks or principal-agent relationships, can create duties between parties, with strong consequences if those duties are not fulfilled. Regulators can also perform a function similar to fiduciary responsibilities, for example in cases where imbalances of market power might have detrimental impacts on consumers. However, each has its limitations. For example:

- **Contracts** allow use of data for a purpose. Coupled with an audit function, these can ensure that data is used in line with individual wishes, and – at least for simple data transactions – contracts would require less energy to establish than a trust. However, effective auditing relies on the ability to draw a line from the intention of those entering a contract to the wording of the contract then to its implementation. Given the complexity of patterns of data use – and the fact that many instances of undesirable data use arise from multiple inconsequential transactions – this function may be difficult to achieve. Due to their obligation of undivided loyalty, a trustee may be better placed and motivated to map intent to use and understand potential pitfalls arising from the interactions between data transactions.

- **Agents** can be tasked with acting on behalf of an individual, taking a fiduciary responsibility in doing so. However, the interaction between an individual and their agent does not accommodate as easily the collective dimension enabled by the establishment of a trust, and it is in this collective dimension that the ability to disrupt digital
power relationships lies. Another issue associated with the use of agents is accountability. Structures would be needed to ensure that agents could be held accountable by individuals, if they failed in their responsibilities. In comparison, under trust law, the Courts of Chancery (and the associated institutional safeguards) present a much stronger accountability regime.

Many jurisdictions do not have an equivalent to trust law. However, they may have mechanisms that could fulfil similar functions. For example, while Germany does not operate a trust law framework, some institutions have fiduciary responsibilities built into their very structure, with institutions such as Sparkassen, banks that operate on a cooperative and not-for-profit basis, taking on a fiduciary responsibility for their customers. Studying such mechanisms might uncover ways of delivering the key functions of trust law – stewarding the rights associated with data and delivering benefits for individuals, communities and society with strong safeguards against abuse.

Developing data trusts

Recent decades have brought radical changes in patterns of data collection and use, and the coming years will likely see further changes, many of which would be difficult to predict today. In this context, society will need a range of governance tools to anticipate and respond to emerging digital opportunities and challenges. In conditions of uncertainty, trusts offer a way of responding to emerging governance challenges, without requiring legislative intervention that can take time to produce (and is more difficult to adapt once in place).

Trusts occupy a special place in the UK’s legal system, and the skills and experience of the UK’s legal community in their development and use means it is well-placed to lead the development of data trusts. The next wave in the development of these governance mechanisms will require further efforts to analyse the assets that will be held by a data trust, investigate the powers that trustees may hold as a result, and consider the different forms of benefit that may arise as a result. Those seeking to capture this opportunity will need to:
Chapter 1 Exploring legal mechanisms for data stewardship

- clarify the limits of existing data rights
- identify lessons from other jurisdictions in the use of fiduciary responsibilities to underpin data governance
- support pilot projects that assess the feasibility of creating data trusts as a framework for data governance in areas of real-world need.

Problems and opportunities addressed by data trusts

Data trusts have the potential to address some of the digital challenges we face and could help individuals better position themselves in relationship to different organisations, offering new mechanisms for chanelling choices related to how their data is being used.

While organisations could also form data trusts, this section will deal only with data trusts where the beneficiaries are individuals (data subjects). Also, while trusts could manage rights over non-personal data, this section takes as starting point the opportunities coming from individuals delegating their rights (or beneficial interest therein) over personal data. In contexts where non-personal data is managed, the practical challenges in distinguishing personal and non-personal data need to be acknowledged, and it needs to be seen how managing mixed data sets influence the structure and running of a data trust.

There are a number of issues that might arise from setting up a data trust, which aims to balance the asymmetries between those who have less power and are more vulnerable (individuals or data subjects) and those who are in a more favoured position (organisations or data controllers). This section aims at briefly presenting a number of caveats in relation to data trusts and the ecosystem they create, however it should be noted that information asymmetries could also exist between individuals and trusts, not only between individuals and organisations.\(^{67}\)

1. Purpose of the trust and consent

Trusts are usually established for defined purposes set out in a constitutional document. The data subjects will either come together
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\(^{67}\) For a more detailed discussion on caveats and shortcomings see O’hara, K. (2020) ‘Data Trusts’. For further discussion regarding the development of data trusts see: Data Trusts Initiative (2020) Data Trusts: from theory to practice, working paper 1.
to define their vision about the purposes of data use or will need to adhere to an established data trust and be well-informed about the purposes of the trust and how data or data rights are handled. In either case, it is of the utmost importance that those joining a data trust can do so in full awareness of the trust’s terms and aims.

This raises important ‘enhanced consent’ questions: what mechanisms, if any, are available to data trustees to ensure informed and meaningful consent is achieved? Will the lack of mechanisms for deliberation or consultation with beneficiaries involve liability for the trustees? What would the trustee role be in a participatory structure (active or purely managerial)? Might data trustees for instance draw upon the significant body of work in medical ethics to delineate best practice in this respect?

This set of questions is related to the issues raised in the next section, regarding the status, oversight and required qualifications of data trustees. Important questions arise around how expertise is attracted to this position when, as we will see below, the challenges for remunerating this role and the responsibilities and liabilities of trustees are significant.

2. The role of the trustee

The trustee will be in charge of managing the relationship between the trust's beneficiaries and the organisations the trust interacts with. Trustees will have a duty of undivided loyalty to the beneficiaries (understood here as the data subjects whose data rights they manage) and they would be responsible for skilfully negotiating the terms of use or access to the beneficiaries’ data. They could also be held responsible if terms are less than satisfactory or if beneficiaries find fault with their actions (in which case the burden of proof is reversed, and it is for the data trustee to demonstrate that they have acted with undivided loyalty).

There are open questions as to if and how beneficiaries will be able to monitor the trustees’ judgement and behaviour and how beneficiaries will be able to identify fault when complex data transactions are involved. More complexity is added also if an ecosystem of data trusts is developed, where one person’s data is spread across several trusts.

At the same time, in the context of increased concerns coming from combining different datasets, in a scenario where one data trust manages a particular dataset about its beneficiaries and another
trust manages a different dataset, where the combination of these two datasets could result in harm, should there be mechanisms for trusts to cooperate in preventing such harms? Or would trustees just inform beneficiaries of potential dangers and ask them to sign a liability waiver?

If and when a data trust relies on a centralised model (rather than a decentralised one, whereby the data remains wherever it is, and the data trustee merely leverages the data rights to negotiate access, etc.), one of the central attributions of the trustees will be to ensure the privacy and security of the beneficiaries’ data. Such a task would involve a high degree of risk and complexity (hence the likely preference for decentralised models).

It is unclear what type of technical tools or interfaces will be needed in order for trustees to access credentials in a secure way, for example, and who will make these significant investments in the technical layer. Potential inspiration could come from the new Open Banking ecosystem, where data sharing is enabled by secure Application Programming Interfaces (APIs) which rely on the banks’ authentication methodologies, so that third-party providers do not have to access users’ credentials.

Managing such demanding attributions raises questions related to what will be the triggers, incentives and training required for trustees to take up such a complex role. Should there be formal training and entry requirements? Could data trustees eventually constitute a new type of profession, which could give rise to a ‘local’ and potentially more nimble layer of professional regulation (on top of court oversight and potential legislative interventions), not unlike the multilayered regulatory structure that governs medical practice today?

3. Incentives and sustainability of data trusts

The data trust ecosystem model suggests the importance of competition between trusts for members, yet at this stage it is not clear how enough competition between trusts will emerge. At the same time, it is presumed that a data trust would work best when it operates on behalf of a large number of people. This gives the data trust a bargaining power position in relation to different organisations such as companies and public institutions. Will this create a dependence on network effects, and how can the negative implications be addressed?
Moreover, there are questions related to the funding model and incentives structure underlying the sustainability of data trusts. What will attract individuals to a data trust? For example, if the concern of the beneficiaries is to restrict and to protect data, will the trust be able to generate an income stream or will the trust rely on funding from other sources (e.g. from beneficiaries, philanthropists, etc.)? At the same time, if potential income streams are maximised depending on the use of the data, what are the implications for privacy and data protection?

In addition, what happens when individuals are simply unaware or uninterested in joining a data trust? Might they be allocated to a publicly funded data trust, on the basis of arguments similar to those that were relied on when making pension contributions compulsory? If so, what would constitute adequate oversight mechanisms?

When individuals are interested in joining a data trust, will they be lured by the promise of streamlining their daily interaction with data-reliant service providers, effectively relying on data trusts as a lifestyle, paid-for intermediary service providing peace of mind when it comes to safeguarding personal data? Will individuals be motivated to join a data trust in order to contribute to the common good in a way that does not entail long-term data risks? Will there be monetary incentives for people joining a data trust (whereby individuals would obtain monetary compensation in exchange for providing data)? Should some incentives structures – such as monetary rewards – be controlled and regulated, or in some cases altogether banned?

There are a number of possible funding models for data trusts:

- privately funded
- publicly funded
- charging a fee or subscription from data trust beneficiaries (the individuals or data subjects) in return for streamlining and/or safeguarding their data interactions
- charging a fee or subscription from those who use the data (organisations)
- charging individuals for related services
- a combination of the above.

The different funding options will have both sustainability, and larger data ecosystem implications. If the trust needs to generate revenue by charging for access to the data it stewards or for related services, the
focus might start to levitate towards the viability and performance of the trust. The trusts’ performance will correlate with the demand side (organisations using the trust’s beneficiaries’ data), how many people join a data trust (potentially reinforcing network effects) and which data trust can compete better. Will these interdependencies diminish the data trusts’ role as a rebalancing tool for adjusting asymmetries of power and consolidating the position of the disadvantaged?

At the same time, if the data trust operates on a model where the beneficiaries are charged for the service, much depends on how that service is understood. If the focus is on monetary rewards, and the latter are not regulated, the expectations of return from the data trust will increase, hence affecting the dynamics of the relationships. For example, if the data trusts’ funding model implies companies pay back profit on the data used, they will have to make a number of decisions regarding their profitability and viability on the market. Will this reinforce some of the business models that are considerably criticised today, such as the dominant advertising based model?

In the case of publicly funded data trusts, public oversight mechanisms and institutions will need to be developed. At the moment, it is unclear who will be responsible for ensuring funds are transparently allocated based on input from individuals, communities and data-sharing needs. The currently low levels of data awareness also raise concerns about ways of building genuine and adequate engagement mechanisms. Further, the impact, benefit, results or added value created by the data trust will need to be demonstrated. This calls for building transparency and accountability means that are specific to publicly funded data trusts, grafting themselves on top of existing fiduciary duties (and Court oversight mechanisms).

### 4. Opportunities for organisations to engage with data trusts

Data trusts could offer opportunities for commercial or not-for-profit organisations in a variety of ways. Some of the benefits have been briefly mentioned in the introductory section, pointing to reputational benefits, legal compliance and future-proofing data governance practices. In this respect, one may imagine a scenario whereby large corporate entities (such as banks for instance) are keen to go beyond mere regulatory compliance by sponsoring a data trust in a bid to show how seriously they take their ethical responsibilities when it comes to personal data.
Such a ‘sponsored data trust’ would be strictly separate from the bank itself (absence of conflict of interest would have to be very clear). It could be flagged as enabling the bank’s clients to ‘take the reins’ of their data and benefit from insights derived from this data. All the data that would normally be collected directly by the bank would only be so collected on the basis of terms and conditions negotiated by the data trustee on behalf of the trust’s beneficiaries. The trustee could also negotiate similar terms (or negotiate to revise terms of existing individual agreements) with other corporate entities (supermarkets for instance).

Other potential benefits for corporate and research bodies are around the trusts’ ability to enable access to potentially better quality data that fits organisations’ needs and enables a more agile use of data. This reduces overhead and provides more ease of mind, based on the trustees’ fiduciary responsibility to the data subjects. A trustee would be able to spot and prevent potential harms, therefore reducing liability issues for organisations that could have otherwise arisen from engaging with individual data subjects directly. At the same time, trusts offer a way of responding to emerging governance challenges, without requiring legislative intervention that can take time to produce (and is more difficult to adapt once in place). A broader discussion about opportunities for commercial or not-for-profit organisations could be considered for a future report.
Mock case study: Greenfields High School

Greenfields High School is using an educational platform to deliver teaching materials, with homework being assigned by online tools that track student learning progress, for example recording test scores. The data collected is used to tailor learning plans, with the aim of improving student performance.

Students, parents, teachers and school leadership have a range of interests and concerns when it comes to these tools:

- Students wish to understand what data is collected about them, how it is used and for how long it is kept. Parents want assurances about how their children's data is used, stored, and processed.
- Parents, teachers, and school leadership wish to compare their performance against that of other schools, by sharing some types of data.
- The school wants to keep records of educational data for all pupils for a number of years to track progress. It also wants to be able to compare the effectiveness of different learning platforms.
- The company providing the learning platform requires access to the data to improve its products and services.

How would a data trust work?

A data trust is set up, pulling together the rights pupils and parents have over the personal data they share with the education platform provider. It tasks a data trustee with the exercise of those rights with the aim of negotiating the terms of service to the benefit and limits established by the school, parents and pupils. It also aims at maximising the school's ability to evaluate different types of tools (and possibly pool this data with other schools), within an agreed scope of data use that maintains the pupils’ and parents’ confidence that they are minimising the risks associated with data sharing.

The trust will be able to leverage its members’ rights to data portability and/or access (under the GDPR) when the school discusses onwards terms of data use with the educational platform service provider.

The data trust includes several schools who have joined a group of common interest in a certain educational approach. This group is overseen by a board. One of the persons sitting on that board is appointed as data trustee.
Why data cooperatives?

The cooperative approach is attractive in situations where there is a desire to give members an equal stake in the organisation they establish and an equal say in its management, as for example with traditional mutuals – businesses owned by and run for the benefits of their members – which are common in financial services, such as building societies. As the business is owned and run by its members, the cooperative approach can be seen as a solution to a growing sense of powerlessness people feel over businesses and the economy.  

The cooperative approach in the context of data stewardship can be explored in examples where groups have voluntarily pooled data resources in a commonly owned enterprise, and where the stewardship of that data is a joint responsibility of the common owners. The aim of such enterprises is often to give members of the cooperative more control over their data and repurpose the data in the interests of those represented in it, as opposed to the erection of defensive restrictions around the use of data to prevent activities that conflict with the interests of data subjects (especially but not exclusively with respect to activities that threaten to breach their privacy). In other words, cooperatives tend to have a positive rather than a negative agenda, to achieve some goal held commonly by members, rather than to avoid some outcome resisted by them.

This chapter looks at some examples of data cooperatives, the problems and opportunities they address and patterns of data stewardship. It explores the structure and characteristics of cooperatives and provides a summary of the challenges presented by the cooperative model, together with descriptions of alternative approaches.

What is a cooperative?

A cooperative typically forms around a group that perceives itself as having collective interests, which it would be better to pursue jointly than individually. This may be because they have more bargaining power as a collective, because some kind of network effect means the value for all increases if resources are pooled, or simply because the members of the cooperative do not want to cede control of the assets to those outside the group. Cooperatives are typically formed to create benefits for members or to supply a need that was not being catered for by the market.

The International Cooperative Alliance or ICA is the global steward of the Statement on the Cooperative Identity, which defines a cooperative as an ‘autonomous association of persons united voluntarily to meet their common economic, social, and cultural needs and aspirations through a jointly-owned and democratically-controlled enterprise.’

---

According to the ICA there are an estimated three million cooperatives operating around the world,\textsuperscript{70} established to realise a vast array of economic, social and cultural needs and aspirations. Examples include:

- **Consumer cooperatives**, which provide goods and services to their members/owners, and so serve the community of users. They value service and low price above profit, as well as being close to their customers. They might produce goods such as utilities, insurance or food, or services such as childcare.\textsuperscript{71} They might be ‘buyers’ clubs’, intended to enable the amalgamation of buyers’ power in order to reduce prices. Credit unions are also examples of consumer cooperatives, which mutualise loans based on social knowledge of local conditions and members’ needs, and are owned by the members and therefore able to devote more capital to members’ services rather than profits for external owners.\textsuperscript{72}

- **Housing cooperatives** take on a range of forms, from shared ownership of the entire asset to management of the leasehold or managing tenants’ participation in decision-making.

- **Worker cooperatives**, where the entity is owned and controlled by employees.

- **Agricultural cooperatives**, which might be concerned with marketing, supply of goods or sharing of machinery on behalf of members. Many agricultural cooperatives in the US are of significant size: the largest, for example, had revenues of $32 billion in 2019.\textsuperscript{73} These cooperatives are formed to address a market power imbalance created by small producers and large distributors or buyers – power asymmetries that are also experienced by individuals in the data ecosystem.

The estimated three million cooperatives subscribe to a series of cooperative values and principles.\textsuperscript{74} Values typically include self-help,
self-responsibility, democracy, equality, equity, solidarity, honesty and transparency, social responsibility and an ethics of care. Fundamental cooperative characteristics include: voluntary and open membership, democratic member control (one member, one vote), member benefit and economic participation (with surpluses shared on an equitable basis), and autonomy and independence.

Cooperatives in the UK: characteristics and legal structures

According to Co-operatives UK there are more than 7,000 independent cooperatives in the UK, operating in all parts of the economy and collectively contributing £38.2 billion to the British economy.

UK law does not provide a precise definition of a cooperative, nor is there a prescribed legal form that a cooperative must take. According to Co-operatives UK, a cooperative in the UK can generally be taken to be any organisation that meets the ICA’s definition of a cooperative and espouses the cooperative values and principles set out in the Statement on the Cooperative Identity. This status can be implemented via many different unincorporated and incorporated legal forms. Deciding which one is best will depend on a number of case-specific factors, including the level of liability members are willing to expose themselves to, and the way members want the cooperative to be governed.

A possible, and seemingly obvious, choice of legal form is registering as a cooperative society under the Co-operative and Community Benefit Societies Act 2014. This Act consolidated a range of prior legislation and helped to clarify the legal form for cooperative societies in the UK (different rules apply for registration of a credit union under the Credit...
Subsequent guidance from the Financial Conduct Authority (FCA) on registration, and the Charity Commission on share capital withdrawal allowances, have further clarified and codified the regulatory regime for cooperative societies. In particular, to register as a cooperative society under the Act, it must be a ‘bona fide co-operative society’. The Act however does not precisely define what is included as a bona fide co-operative society. In its guidance, the FCA adopted the definition in the ICA’s Statement on the Cooperative Identity and says it considers it an indicator that the condition for registration is met where the society puts the values from the ICA’s Statement into practice through the principles set out in the Statement.

The cooperative society form is widely used by all types of cooperatives. Registration under the 2014 Act imposes a level of governance through a society’s rules and a level of transparency through certain reporting requirements that has some common ground with Companies Acts requirements for other types of organisations.

However, as noted above, this is not the only legal form available for a cooperative, and alternative legal forms that can be used include a private company limited by shares and a private company limited by guarantee. For a more detailed exploration of the options Co-operatives UK has published guidance, and has a ‘Select-a-Structure’ tool on its website.

Cooperatives and data stewardship

For the purposes of this report we see data cooperatives as cooperative organisations (whatever their legal form) that have as their main purpose the stewardship of data for the benefit of their members, who are seen as individuals (or data subjects). This is in contrast to stewardship of data primarily or exclusively for the benefit of the community at large. Under the Co-operative and Community Benefit Societies Act 2014,

---

82 Co-operatives UK (2017) Simply Legal.
84 Depending on the type of cooperative, members of a cooperative can also be SMEs, enterprises, different types of individuals or groups or a combination of these. For more information see Co-operatives UK (2018), Types of Co-ops. [online]. Available at: www.uk.coop/understanding-co-ops/what-co-op/types-co-ops [Accessed 18 Feb. 2021].
if the emphasis is to benefit a wider community then the appropriate legal form would be a community benefit society.

As for cooperative societies, other legal forms could also be used to achieve the same aims and deciding which is best will depend on a number of case-specific factors. However, that is not to say that a cooperative whose aim is to benefit its members might not also benefit wider society – we will see examples later (e.g. Salus Coop) where members’ benefits are also intended to benefit wider society. Indeed, where members see the wider benefits as their own priorities (as with philanthropic giving), the distinction between members’ benefits and social benefits may be hard to discern.

In a data cooperative, those responsible for stewarding the data act in the context of the collective interests of the members and – depending on how the cooperative is governed – may have to advance the interests of all members at once, and/or achieve consensus over whether an action is allowed.

The stewardship of data may be (and with increasing tech adoption is increasingly likely to be) a secondary function to the main purpose of a cooperative. For example, if the cooperative is enabled by technology, such as through the use of a social media platform, then it will routinely produce data that it may be able to capture. If so, this data might be of use to the cooperative’s own operations in future. Some of these groups have been described as social machines.85

Examples of areas where valuable data may be produced are medical applications, interest groups, such as religious or political groups, fitness, wellbeing and self-help groups, particularly including the quantified self movement, and gaming groups. While questions around the management and use of data produced by cooperatives through their ordinary business will become increasingly important (as with other types of organisations that produce data as part of their business) this is not our focus here.
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Data cooperatives versus data commons

In their collaborative, consensual form, data cooperatives are similar to data commons. A commons is a collective set of resources that may be: owned by no one; jointly owned but indivisible; or owned by an individual with others nevertheless having rights to usage (as with some types of common land). Management of a commons is typically informal, via agreed institutions and social norms.86

The distinction between commons and cooperatives is blurred; one possible marker is that a commons is an arrangement where the common resource is undivided, and the stakeholders all have equal rights, whereas in a cooperative, the resources may have been owned by the members and brought into the cooperative. The cooperative therefore grows or shrinks as resources are brought in or out as members join or leave, whereas the commons changes organically, and its stakeholders use but do not contribute directly to the resources.

In the case of data, the cooperative model would imply that data was brought to and withdrawn from the cooperative as members joined and left. A data commons implies a body of data whose growth or decline would be independent of the identity and number of stakeholders.

The governance of commons can provide sustainable support for public goods,87 and data commons are often written and theorised about.88 However, as this report is focused on existing examples of practice, in this respect it is difficult to identify actual paradigms of data commons (either intended as such, or merely as institutions whose governance happens to meet Ostrom’s principles).89 Hence, while data commons may possibly be an exciting way forward, and while there are indeed some domains where a commons approach might be appropriate (such as OpenStreetMap and Wikidata), the prospects of their emergence from the complex legal position surrounding data at the time of writing are not strong, so will not be discussed further in this report.

87 Ostrom, E. (2015) Governing the Commons. Available at: https://doi.org/10.1017/CBO9781139045515
For the purpose of this report, data cooperatives are seen as cooperative organisations (irrespective of their legal form) that have as their main purpose the stewardship of data for the benefit of its members. This section focuses on examples from the data cooperative space, sharing remarks on governance, approach to data rights and sustainability. Although they take different legal forms (particularly as they are not all UK-based projects) all are working along broadly cooperative principles.

1. Salus Coop

Salus Coop is a non-profit data cooperative for health research (referring not only to health data, but also lifestyle-related data more broadly, such as data that captures the number of steps a person takes in a day), founded in Barcelona by members of the public in September 2017. It set out to create a citizen-driven model of collaborative governance and management of health data ‘to legitimize citizens’ rights to control their own health records while facilitating data sharing to accelerate research innovation in healthcare’.

**Governance:** Salus have developed a ‘common good data license for health research’ together with citizens through a crowd-design mechanism, which it describes as the first health data-sharing license. The Salus CG license applies to data that members donate and specifies the conditions that any research projects seeking to use the member data must adhere to. The conditions are:

- **health only:** the data will only be used for biomedical research activities and health and/or social studies
- **non-commercial:** research projects will be promoted by entities of general interest, such as public institutions, universities and foundations
- **shared results:** all research results will be accessible at no cost

---
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- **maximum privacy:** all data will be anonymised and unidentified before any use
- **total control:** members can cancel or change the conditions of access to their data at any time.

**Data rights:** Individual members will have access to the data they've donated, but Salus will only permit third-party access to anonymised data. Salus describes itself as committed to ensuring, and requires researchers interacting with the data to ensure, that: individuals have the right to know under what conditions the data they've contributed will be used, for what uses, by which institutions, for how long and with what levels of anonymisation; individuals have the right to obtain the results of studies carried out with the use of data they've contributed openly and at no cost; and any technological architecture used allows individuals to know about and manage any data they contribute.

Note therefore that Salus meets the definition of a data cooperative, as it provides clear and specified benefits for its members – specifically a set of powers, rights and constraints over the use of their personal health data – in such a way as to also benefit the wider community by providing data for health research. Some of these powers and rights would be provided by GDPR, but Salus is committed to providing them to its members in a transparent and usable way.

**Sustainability of the cooperative:** Salus has run small-scale studies since 2016, and promotes itself as being about to generate ‘better’ data for research (in relation, for example, to surveys), creating ‘new’ datasets (such as heartbeat data generated through consumer wearables) and ‘more’ data than other approaches. However, the cooperative’s approach to sustainability is unclear. In June 2021, it aims to publicly launch CO3 (Cooperative COVID Cohort), a project stream to help COVID-19 research, and it aims to capture a fraction of the value generated by providing data for researchers to sustain itself.

---

2. Driver’s Seat

Driver’s Seat Cooperative LCA (‘Driver’s Seat’)

Driver’s Seat Cooperative LCA (‘Driver’s Seat’) is a driver-owned cooperative incorporated in the USA in 2019, with ambitions to help unionise or collectivise the gig economy. It helps gig-economy workers gain access to work-related smartphone data and get insight from it:

it is ‘committed to data democracy … [and] empowering gig workers and local governments to make informed decisions with insights from their rideshare data.’

The Driver’s Seat app, available only in the US, allows on-demand drivers to track the data they generate, and share it with the cooperative, which can then aggregate and analyse it to produce wider insights. These are fed back to members, enabling them to optimise their incomes. Driver’s Seat Cooperative also collects and sells mobility insights to city agencies to enable them to make better transportation-planning decisions. According to the website, when ‘the Driver’s Seat Cooperative profits from insight sales, driver-owners receive dividends and share the wealth’.

One issue here, unexplored on the website, is that in the ride-hailing market, in geographically limited areas, drivers may indeed have common interests, but they are also in competition with each other for rides. Access to data could also open up job allocation to scrutiny, something that is concerning drivers in the UK, where a recent complaint against Uber has been brought by drivers who want to see how algorithms are used to determine their work, on the basis that this could be allowing discriminatory or unfair practices to go unchecked.


**Governance**: Driver’s Seat Cooperative is an LCA or Limited Cooperative Association in the US, so will be governed by the legislation and rules associated with this type of entity. It is not obvious from the website what the terms and conditions are for becoming a member of the cooperative and how it is democratically controlled.

**Data rights**: Driver’s Seat is headquartered outside the jurisdiction of the GDPR. A detailed privacy notice sets out how Driver’s Seat collects and processes personal data from its platform, which includes its website and the Driver’s Seat app. By accessing or using the platform the user consents to the collection and processing of personal data according to this notice.

**Sustainability of the cooperative**: Driver’s Seat is a very new cooperative and a graduate of the 2019 cohort of the start.coop accelerator programme in the US. PitchBook reports that it secured $300k angel investment in August 2020. According to its website, Driver’s Seat sells mobility insights to city agencies, which is doubtless at least part of its plan for long-term sustainability. It is not obvious from the website if there is any further investment requirement from the driver-owners of the cooperative above and beyond sharing their data. The app itself is free.

### 3. The Good Data (now dissolved)

The Good Data Cooperative Limited (‘The Good Data’) was a cooperative registered in the UK that developed technology to collect, pool, anonymise (where possible) and sell members’ internet browsing data on their own terms, to correct the power imbalance between individuals and platforms (selling 'on fair terms'). Members participated in The Good Data by donating their browsing data through this technology, so that the cooperative could trade with it anonymously enabling the cooperative to raise funds to cover costs and fund charities.

---

As with Salus Coop, The Good Data provided benefits for members while simultaneously promising potential benefits for the wider community (and indeed many of those wider benefits would also be reasons for members to join).

**Governance:** The Good Data was registered as a cooperative society under the Co-operative and Community Benefit Societies Act 2014, and accordingly was subject to the requirements of that Act and had to be governed according to its rules filed with the FCA. The Good Data determined which consumers should receive the data, and made decisions about what to sell and how far to anonymise on a case-by-case basis. It declined to collect data from 'sensitive' browsing behaviour, which included looking at 'explicit' websites, as well as health-related and political sites.\(^{103}\) According to The Good Data’s last annual return filed at the FCA,\(^ {104}\) The Good Data had three directors. Members had online access to all relevant information and based on that could present ideas or comments in the online collaboration platform at any time. Members could also participate in improving existing services and an Annual General Meeting was held once a year.

**Data rights:** It is hard to say what rights were invoked here. If the data has been anonymised, it is no longer personal data under the GDPR. If the data is likely to be re-identifiable or to be attributed to an individual, then the data is pseudonymised (and thus still personal data).

**Sustainability of the cooperative:** Revenue was generated from the sale of anonymised data to data brokers and other advertising platforms, and the profits redistributed, to maintain the system, and for social lending in developing countries. Decisions about the latter were determined by cooperative members. However, the model proved not to be sustainable, as its website announces the dissolution of the cooperative: ‘we thought that the best way to achieve our vision was by setting up a collaborative and not for profit initiative. But we failed to pass through the message and to attract enough members.’ The Request to Cancel filed at the FCA\(^ {105}\) also indicated that this was due to Google rejecting The Good Data’s technology, which was intended to allow members to gain ownership...

---

103 For more information see Nesta (n.d.). The Good Data.
of their browsing data from its Chrome Webstore, and being unable to build a new platform to pursue this objective given the required technical complexity and lack of sufficient human and financial resources.

Created with similar intentions, Streamr\textsuperscript{106} advocates for the concept of ‘data unions’ and seeks to create financial value for individuals by creating aggregate collections of data in a similar way, including focusing on web browser data – it’s unclear whether this effort will prove more sustainable than The Good Data.

Problems and opportunities addressed by data cooperatives

From the examples surveyed above, data cooperatives appear mostly concerned with personal data (as opposed to non-personal data) and, in general, are directed towards giving members more control over data they generate, which in turn can be used to address existing problems (including social problems) or open up new opportunities. This is very much in line with the purpose of the cooperative model generally. For example, Salus Coop allows members to control the use of their health data, while opening up new opportunities for health research. The Good Data was aimed at giving data subjects more control and bargaining power with respect to data platforms, to get a better division of the economic benefits. Unionising initiatives, such as Driver’s Seat, have focused largely but not exclusively on the gig economy, and using data to empower workers and enable them to optimise their incomes and working practices.

Many data cooperatives seek to repurpose existing data at the discretion of groups of people, to create new cooperatively governed data assets. In this respect, they tend to pursue a positive agenda that uses data as a resource. For example, Driver’s Seat brings in data from sources such as rideshare platforms and sells mobility insights based on this data, sharing profits among members. The Good Data’s business model was to trade anonymised internet browsing data. Some data cooperatives do also seek to refactor the relationship between organisations that hold data and individuals who have an interest in it. The Good Data’s

technology to collect internet browsing data was also designed to give members using it more privacy by blocking data trackers.

See also RadicalxChange’s proposal in Annex 3, which contains elements of all three legal mechanisms presented in this report. Described as a conceptual model, it would shake up the status quo even more by making corporate access to data subject’s data the cooperative decision of a Data Coalition.

Although privacy is usually a feature they respect, it is hard to find data cooperatives intending to preserve privacy as a first priority, through limiting the data that is collected and processed. Indeed, this is rather a negative aim, constraining the use of data, rather than pursuing a positive agenda and opening up a new purpose for the data. More often data anonymisation techniques and privacy-preserving technologies are referred to, however these areas require research and investment, especially given the legal uncertainty as to what it takes for companies to anonymise data in the light of the GDPR, and the complexity of the task of anonymisation itself, which requires a thorough understanding of the environment in which the data is held.

Examples that we have surveyed could be said to recognise the balance between 1) complete privacy and 2) the potential benefits to the individual from collecting and processing personal data and communicating the insights to the individual, and 3) in those individuals then being able to better influence the market and receive a better division of the economic benefits (e.g. through selling the data and/or insights).

Challenges

The cooperative approach appeals to a sense of data democracy, participation and fair dealing that may inform and shape the structuring of any data-sharing platform but, in themselves, cooperatives face a number of challenges:


1. Uptake

While the examples we’ve analysed represent experimentation around data cooperatives, there doesn’t appear to be significant uptake and use of them, and little evidence that they will scale to steward significant amounts of data within a particular geography or domain. This is perhaps unsurprising, given a number of challenges to uptake, as cooperatives require motivated individuals to come together and actively participate by:

- recognising the significance of the problem a cooperative is trying to solve (resonance challenge)
- being interested enough to find or engage with a data cooperative as a means to solve the problem (mobilisation challenge)
- trusting a particular cooperative and its governance as the best place to steward data (trust challenge)
- being data literate enough to understand the implications of different access permissions, and/or willing to devote time and effort to managing the process. Because cooperatives presume a role for voluntary members and rely on positive action to function, this is more likely to work in circumstances where all participants are suitably motivated and willing to consent to the terms of participation (capacity challenge).

The examples surveyed offer some insights into how these elements of the uptake challenge could be met. A strong common incentive could be enough to meet the mobilisation challenge by employing bottom-up attempts to create data cooperatives. For example, Driver’s Seat could use the interest and perceived injustice among gig-economy workers in their working conditions and pay to build an important worker-owned and controlled data asset. If endorsed or even delivered by trusted institutions such as labour unions this could further enhance uptake.

Other examples, such as The Good Data, were aiming to mobilise people around the concept of correcting a power imbalance between individuals and platforms. In a similar vein, the aim of the RadicalxChange model (discussed further in Annex 3) works at the level of power imbalance,
These uptake challenges are not unique to cooperatives and are experienced by many other data-stewardship approaches with an added requirement for legislative change to make their data coalitions possible and reduce the market failure of data.\textsuperscript{109}

Such a top-down approach could create challenges not too far removed from the issues that many data cooperatives seek to address, such as around the selected default sharing and processing options that the data would be subject to, and the abilities of people to opt-out or switch. Relying on individual buy-in for success may never move the needle, without more of a purpose or affiliation to coalesce around. Changing the world for the better is more abstract and often less motivating than changing one’s particular corner of it for one’s (and others’) benefit.

These uptake challenges are not unique to cooperatives and are experienced by many other data-stewardship approaches that focus on empowering individuals in relation to their personal data. However, potentially, the features of a cooperative approach to data stewardship could themselves hinder the uptake and scalability of a data cooperative initiative. These are discussed next.

2. Scale

There are additional features of cooperatives that may make this approach unsuitable for large-scale data-stewardship initiatives:

a. Democratic control and shared ownership

The cooperative model presumes shared ownership. The implied level of commitment may be an asset to the organisation, but may similarly make it hard for the model to scale if everyone wants their say.

The cooperative model also favours democratic control. Depending on how the cooperative is established and governed, the democratic control of cooperatives could be too high a burden for all but the most motivated individuals, limiting its ability to scale. Alternatively, where a cooperative has managed to scale, this approach could become

\textsuperscript{109} In RadicalxChange’s view, data fails because most of the information we have at our disposal (about ourselves and others) is largely the same as information others have at their disposal. The price is dragged down to zero as buyers can always find a cheaper seller for the same data. However, data’s combined value, which is higher than zero, is almost entirely captured by the (well-capitalised) parties that have capacity to combine data and extract insights. Because of this market failure, which is peculiar to data, RadicalxChange believes that top-down intervention is needed to make bottom-up organisation possible through Data Coalitions. Through the right type of legislation, the problem of buy-in for joining data coalitions would be removed, because joining would be costless or virtually costless and immediately advantageous or remunerative. RadicalxChange is discussed as a conceptual model in Annex 3.
too unwieldy for a cooperative to effectively carry out its business in a nimble and timely fashion.

Democracy and ownership also need to be balanced by a constitution. It may aim for equal say for members (one member, one vote), or alternatively it may skew democratic powers toward those members with more of a commitment (e.g., based on the amount of data donated). Questions need to be resolved about what members vote for – particular policies, or simply for an executive board. Can the latter restriction, which will lead to more efficient decision-making, still enable individual members to feel the commitment to the cause that is needed to meet the mobilisation challenge? If, on the other hand, members’ votes feed directly into policy, can the cooperative sustain sufficient policy coherence to meet the trust challenge?

b. Rights, accountability and governance

To establish and enforce rights and obligations, a cooperative needs to be able to use additional contractual or corporate mechanisms, and this requires members to engage and understand their rights and obligations. This is particularly important where data is concerned, given legal duties under legislation such as the Data Protection Act 2018, which implements the GDPR in the UK.

Cooperatives can create a large audience of members who can demand accountability and these members may be exposed themselves to personal liability, with associated challenges to manage potential proliferation of claims and fear of unjust proceedings.

Cooperatives may establish high levels of fiduciary responsibility but do not inherently determine particular governance standards or establish clear management delegation and discretion. Registration under the Co-operative and Community Benefit Societies Act 2014 imposes a level of governance that partially echoes the greater body of legislation applicable to registered companies under the Companies Acts. Registration as a company under the Companies Acts will import a broader array of governance provisions.

With respect to data, governance is a particularly sensitive requirement, especially as a cooperative scales. If a cooperative ended up holding a large quantity of data, this may become extremely valuable as network effects kick in. The cooperative would certainly need a level
Failure of governance may also leave troves of data vulnerable, if the proper steps have not been taken. In one recent incident, a retail cooperative venture in Canada called Mountain Equipment Co-Op was sold to an American private-equity company from underneath its five million members, after years of poor financial performance (losing CAD$11 million in 2019), with the COVID-19 pandemic as the last straw. The board felt that the sale was the only alternative to liquidation, although the decision was likely to be challenged in court.¹¹⁰ This case throws up data issues specifically – does the buyer get access to data about the members, for example? But the main point is that a data cooperative managing a large datastore effectively and securely might well have to endure significant costs (e.g. for security), and will need a commensurate income.

If that income could not be secured, could the cooperative members prevent the sale of the cooperative – and therefore the data – to a predator? Under UK law, the assets of a cooperative should be transferred, at least in some circumstances, to a ‘similar’ body or organisation with similar values if and when it is wound up. Sometimes even an asset lock can be involved under Community Interest Company law. The extent of legal restraint on the disposal of the assets of the cooperative will of course depend on how it is defined and incorporated, and the sensitivity of the data should be reflected in the care with which the fate of the data is constrained. There may be legal protections, but it is still worth pointing out that the very existence of the data cooperative, as a single point of access to the data, may represent a long-term vulnerability.

c. Financial sustainability

Cooperatives do not easily lend themselves to development funding other than grant aid or pure philanthropy. In combination with the mobilisation challenge this suggests financial sustainability is likely to be a significant issue.

One problem this creates for many cooperatives is that they have to fall back on internally generated resources (i.e. donated by the members). Without a substantial and sustainable income, a cooperative will find it difficult to recruit capable managers and administrators, and so will be forced to form committees selected from the membership. Without capable managers, a cooperative will be less able to generate income and manage resources effectively, and, for example, will be less able to raise external capital because of a low rate of expected return.

These factors constrain the scope for a cooperative to mature and operate in a commercial environment when compared with other models.

Mechanisms to address the challenges

The cooperative structure has longstanding heritage and diverse application, as demonstrated by the examples we have analysed, and ready appeal because of the inherent assumptions of common economic, social and cultural purpose. It is a natural mechanism by which an enterprise can be owned by people with a common purpose and managed for the benefit of those who supply and use shared services.

Recognising the challenges identified above that are inherent in a cooperative structure, we observe that cooperatives often rely on contract or incorporation to establish rights, obligations and governance, and either route might be selected as the preferred form while still seeking to capture some of the essence of a cooperative through stated purpose, rights, obligations and oversight. However, neither is perfect – or, put another way, each, by diluting the cooperative ideal, may reintroduce some of the challenges that the cooperative model was designed to address. These mechanisms are:
• **The contractual model**, where all rules for the operation of the data platform should be set down in bilateral (or multilateral) agreements between data providers and data users. This, when combined with the fact that each party would need to take action on its own behalf to enforce the terms of these agreements against any counterparties, imposes a burden on participants to negotiate agreements and encourages participants to negotiate specific terms. It therefore has limited utility and is restricted to relatively limited groups of participants of similar sophistication, and may be vulnerable to the mobilisation or the capacity challenge.

• **The corporate model**, often adopted in the form of a company limited by guarantee to underpin a cooperative, to achieve what a contractual model offers with additional flexibility, scalability and stability that is lacking from that model. This model may run into the trust challenge, however. In conceptual terms, data providers are being asked to give up a degree of control over the data they are providing in return for the inherent flexibility, scalability and stability of the structure. They will only do so if they feel they can trust the structure or organisation that has been set up to effect this, which can be offered via a combination of clear stated purpose of the institution, the reporting and accountability obligations of its board and an additional layer of oversight by a guarantor constituted to reflect the character of participants and charged with a duty to review and enforce due performance by the board. In time that might be supplemented by a suitably constituted, Government-sponsored regulator.

Although there is currently no obstacle in the way of data cooperatives – the law is in place, the cooperative model well-established – we can see a number of challenges to uptake, growth, governance and sustainability. The problem is rendered doubly hard by the fact that some of the challenges pull in different directions. For instance, the capacity challenge might be met by a division of labour, hiving off certain decision-making and executive functions, but then this might lead to the emergence of the trust challenge as the board's decisions come under scrutiny. Failure to meet the mobilisation challenge could result in the members being as alienated from the stewardship of their data by the data cooperative as they were by other more remote corporate structures, but addressing the mobilisation challenge might lead to an engaged set of members developing hard-to-meet expectations about the level of involvement they could aspire to, consistent with streamlined decision-making.
Mock case study: Greenfields High School

Greenfields High School and other educational facilities are interested in coordinating educational programs to meet the needs of their learners and communities in a way that complements and strengthens school programmes. All educational institutions use online educational tools to tailor learning plans for improving student performance and see a real opportunity to better serve their community through data sharing.

Greenfields High School proposes to the other educational boards to convene and explore the idea of pooling resources together for achieving these goals. They all have a shared interest in working together to gain better insights as to how they might improve educational outcomes for their community members.

In an act of good governance, educational facilities consult with their students, parents and teachers, and together they develop the rules and governance of the cooperative:

- Members of the community vote on the collaborative agreement between educational facilities and decide what data can be shared and for what purposes. The agreement is transparent about what data is collected, stored, processed and how it is used.
- The schools gain better understanding of the effectiveness of online tools and educational plans throughout the learning cycle.
- Where educational programmes are developed for the community based on analysed data, members also decide on the price thresholds for such educational services.

How would a data cooperative work?

A data cooperative is set up, pulling together the data educational facilities have from using digital technologies. Schools maximise their aims in comparing performance and understanding what digital tools are more effective. Students have a direct say into how their data is used and decide on the management and organisation of the cooperative.
Chapter 3: Corporate and contractual mechanisms

Corporate and contractual mechanisms can create an ecosystem of trust where those involved:

- establish a common purpose
- share data on a controlled basis
- agree on structure (corporate or contractual).

Why corporate and contractual mechanisms?

Corporate and contractual mechanisms can facilitate data sharing between parties for a defined set of aims or an agreed purpose. For the purposes of this report, it is envisaged that the overall purpose of a new data model will be to achieve more than mere data sharing, and data stewardship can be used to generate trust between all the parties and help overcome relevant contextual barriers. The core purpose for data sharing will be wider than just the benefit gained by those who make use of data.
Incentives for allowing greater access to data and for making best use of internal data will vary according to an individual organisation’s circumstances and sector.

The role of the data model we envisage therefore includes:

- enabling data to be shared effectively and on a sustainable basis
- being for the benefit of those sharing the data, and for wider public benefit
- ensuring the interests of those with legal rights over data
- ensuring data is ethically used and in accordance with the rules of the institution
- ensuring data is managed safely and securely.

How to establish the right approach?

The involvement of an independent data steward is envisaged as a means of creating a trusted environment for stakeholders to feel comfortable sharing data with other parties who they may not necessarily know, or with whom they have not had an opportunity to develop a relationship of trust.

Incentives for allowing greater access to data and for making best use of internal data will vary according to an individual organisation’s circumstances and sector. While increased efficiency, data insights, improved decision making, new products and services and getting value from data are potential drivers, there are also a number of challenges to sharing data:

- operating in highly competitive or regulated sectors, and concerns about undermining value in IP and confidential information
- a fear of being shown up as having poor-quality or limited data sets
- a fear of breaching commercial confidentiality, competition rules or GDPR
- a lack of knowledge of business models to support data sharing – access to examples, lessons learned and data sharing terms can help others feel able to share
- a lack of understanding of the potential benefits
- not knowing where to find the data or limited technical resource to implement (e.g. to extract the data and transform it into appropriate formats for ingestion into a data sharing platform)
- fear of security and cybersecurity risks.

All these challenges can lead to inertia and lack of motivation.
Where a group of stakeholders see benefits in coming together to share data they will still need to be confident that this is done in a way that maintains a fair equilibrium between them, and that no single stakeholder will dominate the decision as regards the management and sharing of data. In order to establish and maintain the confidence of the stakeholders, they should all be fully engaged in the determination of what legal mechanism should be established. One or two stakeholders deciding and simply imposing a structure on other stakeholders is unlikely to engender a sense of trust, confidence and common purpose. It is for this reason that we recommend the following approach.

1. Establish a clearly defined purpose

Establishing a clearly defined purpose is the essential starting point for stakeholders. Not only will a compelling statement of purpose engender trust among stakeholders, but it will also provide the ultimate measure against which governance bodies and stakeholders can check to ensure that the data-sharing venture remains true to its purpose. A clearly defined purpose can also help in assessing compliance with certain principles of the GDPR and other data-related regulations, including ePrivacy, or Payment Services Directive 2, which are often tested against the threshold of whether a data-processing activity, or a way in which it is carried out, is ‘necessary’ for a particular purpose or objective.

Any statement of purpose will need to be underpinned by agreement on:

- the types of data of which the data-sharing venture will take custody or facilitate sharing
- the nature of the persons or organisations who will be permitted access to that data
- the purpose for which they will be permitted access to that data
- the data-stewardship model and governance arrangements for overseeing the structure and processing, including to enforce compliance with its terms and facilitate the exercise of rights by individuals, and to ensure that data providers and data users have adequate remedies if compliance fails.

---


2. Data provider considerations

The data-sharing model has to be an attractive proposition for the intended data providers, with clear value and benefit, and without unacceptable risk. There will need to be strong and transparent governance to engender the level of confidence required to encourage data sharing. This will include confidence in not only the data provider’s ability to share the data with the data-sharing venture without incurring regulatory risk or civil liability, but also in its ability to recoup losses from the data-sharing set up or from relevant data users if the governance fails and this results in a liability for the data provider. Other considerations for governance could be related to managing intellectual property rights and control over products developed based on the data shared.

3. Data user considerations

As with the data providers, the data-sharing model must be an attractive proposition for intended data users. The data will need to be of sufficient quality (including accuracy, reliability, currency and interoperability) and not too expensive, for the data users to want to participate. Data users will also require adequate protection against unlawful use of data. For example, in relation to personal data, data users will typically have no visibility of the origins of the datasets and the degree of transparency (or lack of it) provided to the underlying data subjects. They will also be relying on the data providers’ compliance with the governance model to ensure that use of the contributed datasets will not be a breach of third-party confidentiality or IP rights.

4. Data steward considerations

The data steward’s role is to make decisions and grant access to data providers’ data to approved data users in accordance with the purpose and rules of the data-sharing model. The steward may take on additional responsibilities such as due diligence on data providers and users, and enforcement of the purpose of the data-sharing model; however, the way in which the model is funded and structured\textsuperscript{113} will impact on the extent of any such duties and who is practically responsible for performing them.

\textsuperscript{113} Article 11 and Recital 25 of the draft Data Governance Act include requirements for data-sharing services to be placed in a separate legal entity. This is required both in business-to-business data sharing as well as in business-to-consumer contexts where separation between data provision, intermediation and use needs to be provided. The text does not distinguish between closed or open groups. A brief overview of the draft Data Governance Act is provided on page 27–29.
The responsibilities of the data steward may impact on considerations for the data providers and data users of the overall impact on risk and developing trust in the relationships.

5. Relationship/legal personality

The formal relationship between the parties will depend on the previous steps and the project structure that the stakeholders are comfortable with, based on the relevant risk, economic, regulatory and commercial considerations. Where there is no distinct legal personality, the relationship may be governed by a series of contracts between the data providers, users and data steward – whether bilateral or a contract club with multiple parties. Where there is a legal personality, then as well as there being likely to be a series of contracts, there will be the documents establishing the relevant legal entity.

6. The rules

The rules of the data-sharing model will form part of the corporate and/or contractual relationship between stakeholders. This is discussed in more detail below in the 'Mapping data protection requirements onto a data sharing venture' section and in Annex 1 on 'Existing mechanisms for supporting data stewardship' when discussing regulatory mechanisms.

What is the appropriate legal structure?

As outlined, the aim is to design an ecosystem of trust. The data stewardship model will sit at the heart of this ecosystem. In this section we address two broad possibilities as to the legal form this should take:

- a **contractual model**: this would involve a standardised form of data-sharing agreement without the establishment of any form of additional legal structure or personality

- a **corporate model**: this would involve the establishment of a company or other legal person, which would be responsible for various tasks relating to the provision of access to and use of data. The documents of incorporation would be supplemented by contractual arrangements.
In the contractual model, all of the rules for the operation of the data venture would need to be set down (and repeated) in a series of bilateral (or multilateral) agreements between data providers and data users. This, when combined with the fact that each party would need to take action on its own behalf to enforce the terms of that agreement against any counterparties, makes it likely that providers of data will only be willing to provide access to data on highly specific terms.

Where the aims of the stakeholders will require significant flexibility and scalability then a simple contractual model may not be the most appropriate. For example, a contractual model does not easily accommodate dedicated resources which may be required to govern and administer a growing data-sharing establishment (such as full-time employees, for which an employing entity is required). Also, an independent entity may find it easier to vary the rules of participation, or make other changes for the benefit of all, as the model evolves or laws change. Whereas a multilateral contractual arrangement may require protracted negotiation amongst the various stakeholders who each bring their own commercial objectives to the discussion.

In the corporate model, there is a degree of flexibility and scalability that is lacking from the contractual model. This model requires a greater degree of trust on the part of stakeholders, however. In conceptual terms, data providers are being asked to give up a degree of control over the data they are providing – presumably in return for some incentive or reward. They will only do so if they feel they can trust the structure or organisation that has been set up to effect this.

We consider three forms of company here: a company limited by shares, a company limited by guarantee (a CLG) and a community interest company (a CIC).

Whichever form is chosen, the company in question would operate as the data-platform owner and manager, and would enter into contractual arrangements with providers of data and proposed users.

The contractual terms would allow for:

- required investment in the company to fund infrastructure requirements such as platform development and maintenance – this could be by way of non-returnable capital contribution or loan from either the data provider or data users as circumstances merit
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- required returns on supply of data
- required charges for use of the data
- other contractual rights and obligations specific to the circumstances including access to and usage of data.

Returns and charges could be related to commercial exploitation or fixed. Also, depending on the nature of the venture, data users may be obliged to share insights gained from access to the data with the venture so that it can be shared with other data users (e.g. see the Biobank example below). The contract terms would dictate all required obligations and liabilities between the contracting parties.

Bear in mind that the structure of a data-sharing venture could be adapted over time. For example, at the outset, the stakeholders may not be in a position to finance the establishment and resourcing of a corporate entity, or it may not be seen as appropriate to a data-sharing trial. As the venture scales, however, the stakeholders may determine that a corporate structure should be implemented.

1. Choice of corporate form

One of the key questions that will determine the appropriate form of company, is whether the data-sharing venture is intended to be able to make a profit other than for the benefit of its own business – i.e. whether profits are required to be applied to the furtherance of its business, or whether surplus profits may be dividendied up to the data-sharing venture’s shareholders.

CLGs are not usually used as a vehicle for a profit-making enterprise, and a CLG’s articles of association will often (but not always) prohibit or restrict the making of distributions to members. Any profits made by a CLG will generally be applied to a not-for-profit cause such as the data-sharing venture’s purpose.

A CLG may be the most appropriate vehicle where it is not envisaged that profit or surplus generated will be distributed to its members; and it is not envisaged that the institution will seek to raise debt or equity finance. In this case activities will need to be financed by other means, such as revenue generated from its own activities including the provision of data services or third-party funding. If the focus changes over time to encompass more commercial activities, then establishing a trading subsidiary company limited by shares could also be considered.
It should be borne in mind that a CLG (unlike a company limited by shares) does not have share capital that it is able to show on its balance sheet. This often makes it more difficult for a CLG to raise external debt finance. The alternative possibility available to companies limited by shares, of investment by way of equity finance, is precluded here because of the structure of the CLG. Because of these difficulties, it is worth drawing attention to CICs as a further alternative corporate vehicle.

A CIC is a limited-liability company that has been formed specifically for the purpose of carrying on a business for social purposes, or to benefit a community. Although it is a profit-making enterprise, its profits are largely applied to its community purpose rather than for private gain. This is achieved by way of a cap on any movements of value from the CIC to its shareholders or members (such as by way of dividends).

This model allows shareholders to share in some of the profit, while ensuring that the CIC continues to pursue its community purpose. CICs are regulated by the Office of the Regulator of CICs (the CIC Regulator), and are required to file a community interest statement at Companies House, which is also scrutinised by the CIC Regulator. The CIC’s share capital would appear on its balance sheet, thus increasing its ability to raise external finance.

If surpluses generated by its activities (including the provision of data services) are to be applied to its business, and its financing arrangements are secure, then a CLG will likely assist in gaining traction with those stakeholders who believe that the independence of the data trust would be compromised by virtue of its ability to pay dividends to shareholders. The structure of a company limited by guarantee provides a well-established framework of governance and liability management, and avoids the risk of exposure to a proliferation of liabilities that exists in shareholding and trust environments.

A guarantor, which could be a non-government organisation (NGO) or other suitably established and populated body, could be appointed to monitor compliance and governance. This could address the requirement for oversight in a way that is specific to the requirements of the platform and data supplier, and to subjects not easily undertaken by other pre-established bodies, such as the Charity Commission or Regulator of Community Interest Companies, neither of which is specifically equipped to perform this function.
2. Governance and rules

The agreed purpose for the data-sharing venture will drive the overall governance of the data arrangement and its objectives, the rules for its operation and the parameters for all data-sharing agreements entered into. That purpose and those objectives should be reflected (including, where appropriate, as binding obligations) in its governance framework, rules and the contractual framework governing the provision and use of data.

While governance and rules are not necessarily made public documents, the greater the degree of transparency as to the data venture’s operations, the greater the level of confidence that stakeholders and the wider public will be likely to feel in its functioning. Strong and transparent governance is a critical factor in establishing trust to encourage data sharing. The rules and governance framework will underpin the purpose. Confidence that strong governance will ensure strict compliance with the rules of the trust and enforcing any failings is critical.

There needs to be confidence that the interests of all key stakeholders are represented. In a corporate model, there are a number of means of achieving this that may include board representation and/or a mix of decision-making and advisory committees representing the various interest groups. Boards and committees that are made up of trusted, respected independent members will also help engender confidence.

Depending on the circumstances and scale of the data-sharing venture, as well as an overall Governance Board, there may be an Operations Committee, a Funding Risk Advisory Committee, an Ethics Committee, a Technical Committee and a Data Committee. Alternatively, committees might be set up to represent different groups of stakeholders e.g. data providers, data users and data subjects.

With the contractual model, it would also be possible to constitute an unincorporated governance body, such as a board that comprises representatives of the stakeholders, together with some independent members who have relevant expertise. However, one can foresee potential practical difficulties with governance bodies that are more ad hoc and decentralised, including generating sufficient trust for data providers and users to submit to the jurisdiction of the body via the contractual arrangements.
3. Documentation

The documentation will need to cover the constituent parts that make up the data-sharing venture and also, if the contractual model is adopted, how these will be constituted from among the stakeholders. Participants will need to sign up to the rules of the venture, either as a stand-alone document, or by incorporation into the operational agreements, such as a data-provision agreement or data-use agreement, or the articles of a corporate vehicle. The exact contracting arrangements will be bespoke to the specific arrangement. If the venture is intended to enable additional participants to join, there will also need to be robust arrangements (e.g. through accession agreements) to avoid re-execution of multilateral arrangements for each new joiner.

The common agreement could prescribe the arrangement in broad terms, the nature of the data that will be collected; the identity or class of the persons or organisations with whom it will be shared; and the uses to which such persons or organisations will be entitled to put that data. It can address leaver/joiner bases,\textsuperscript{114} due diligence, terms that underpin certain values or principles, for example the five data-access ‘control dimensions’ commonly referred to as the ‘Five Safes’.\textsuperscript{115} Or, in the context of personal data, the core principles contained in Article 5 of the GDPR, change approval, the financial model for the operation of the club, dispute resolution, etc.

As mentioned above, the framework documents would need to cover the purpose of the venture and the type(s) of data in issue, along with the identity of persons or entities, or types of those that may be granted access, and the use to which they may put that data.

In addition, the documents will need to cover other important areas, such as:

- technical architecture
- interoperability

\textsuperscript{114} In order to improve the chances of participation, and where technically feasible, the exit arrangements for leavers should focus on the ability of a participant to leave the venture and remove their data. This respects the data sovereignty of the participant and enables them to remain in control of data, particularly important for personal data as participants will be conscious of their obligations under GDPR.

• decision-making roles
• the obligations of each participant and how any monitoring or audit of data use, particularly in respect of personal data will take place
• information security.

There will inevitably be other areas that the rules should also cover.

Key legal considerations include data protection and privacy law; regulatory obligations or restrictions; commercial confidentiality; intellectual property rights; careful consideration of liability flows (particularly important if personal data is in issue), competition and external contractual obligations. As will be seen from some of the examples (detailed in the section below at page 82), such as iSHARE, it is possible to utilise existing standard documents to cover off some of the key issues, rather than developing everything from scratch. For example, existing open-source licences could be used to protect intellectual property rights of the data providers and control data usage, bolstered by data-sharing arrangements specific to the venture.

As regards the nature of the data and its use in specific circumstances, the data providers may want to share data on a segregated and controlled basis. This means there will not be access to overall aggregated data, but there may be layered access or access to a limited number of aggregated datasets to reflect any restrictions on sharing of some data (e.g. certain data only to be shared with certain users or shared for specific insights/activities). In some instances there may be agreement to pool datasets between parties. The following requirements may be set:

• each contributor would provide raw data/datasets that include but are not limited to personal data, and that data could include normal personal data as well as special category/sensitive personal data
• no contributor would see all the raw data provided by the other contributors
• each contributor would want to be able to analyse, and to derive data and insights from aggregate datasets, without being able to identify individuals or confidential data in the datasets

116 As part of the stewardship model, one of the protections should be only the data needed for an activity is accessed by other participants/stakeholders.
• individuals whose data is shared in this way would have the usual direct rights under data protection law in relation to the processing of their personal data.

Mapping data protection requirements onto a data-sharing venture

Where the data-sharing venture will involve processing of personal data, it will of course be necessary for all data providers, users and others processing personal data to comply with the GDPR (see in Annex 1 some of the key GDPR considerations). Depending on the nature of the legal structure, there will be contractual terms and also potentially a Charter/Code of Conduct or Rulebook setting out the obligations of the data providers and data users including those relating to the GDPR. In some sectors, these may incorporate by referencing internationally recognised standards for data sharing, rather than completely reinventing the wheel.\footnote{An example is the Rules of Participation used by Health Data Research UK (HDR UK). Organisations requesting data access from one of the hubs set up through HDR UK (including the INSIGHT hub, see examples at page 84) are required to commit to these rules, which reference published standards. See Health Data Research UK (2020). Digital Innovation Hub Programme Prospectus Appendix: Principles For Participation, [online]. Available at: www.hdruk.ac.uk/wp-content/uploads/2019/07/Digital-Innovation-Hub-Programme-Prospectus-Appendix-Principles-for-Participation.pdf [Accessed 18 Feb. 2021].}

It will be necessary for each stakeholder who processes data (whether they are a data controller, joint data controller or data processor) to ensure they are compliant with GDPR requirements. This will be determined by the individual circumstances and a particular stakeholder may well be a data controller in some regards and a joint data controller in others. Similarly, a stakeholder may be a data controller as regards some processing and a data processor in relation to others.

Privacy-enhancing technologies (PETs) are increasingly being advocated as a means to help ensure regulatory compliance and the protection of commercially confidential information more generally. For example, technologies facilitating pseudonymisation, access control and encryption of data (in transit and at rest) and more sophisticated PETs such as differential privacy and homomorphic encryption. This is an area of development with some already mature market offerings and others still undergoing significant development.
Examples of data-sharing initiatives with elements of data stewardship

1. The Data Sharing Coalition

The Data Sharing Coalition is an international initiative started in January 2020, after the Dutch Ministry of Economic Affairs and Climate Policy invited the market to seek cooperation in pursuit of cross-sectoral data-sharing. It ‘builds on existing data-sharing initiatives to enable data sharing across domains. By enabling multilateral interoperability between existing and future data-sharing initiatives with data sovereignty as a core principle, parties from different sectors and domains can easily share data with each other, unlocking significant economic and societal value.’

It aims to foster collaboration between a wider range of stakeholders, providing a platform for structured exchange of knowledge in the data-sharing coalition community. It plans to explore and document generic data-sharing agreements which it will capture in a Trust Framework governed by the Coalition. It will support the development of existing and new data-sharing initiatives, including around technical standards, data semantics, legal agreements, and trustworthy and reusable digital identities.

Principles

The Data Sharing Coalition has six core principles:

1. **Be open and inclusive**: any interested party is welcome to participate in the Data Sharing Coalition.
2. **Deliver practical results**: the Data Sharing Coalition will deliver functional frameworks and facilities that provide true value for all stakeholders of the data economy and that will help them accelerate in their data sharing context.
3. **Promote data sovereignty**: the Data Sharing Coalition aims to enable the entitled party(ies) to control their data by including this as a requirement in the use cases and frameworks.

---

118 See The Data Sharing Coalition (n.d.) Home. [online]. Available at: https://datasharingcoalition.eu.
4. **Leverage existing building blocks:** all Data Sharing Coalition frameworks and facilities will incorporate international open standards, technology and other existing facilities where possible.

5. **Utilise collective governance:** all frameworks and facilities produced by the Data Sharing Coalition will be governed in a transparent, consensus-driven manner by a collective of all Data Sharing Coalition participants.

6. **Be ethical, societal and compliant:** all activities of the Data Sharing Coalition are in line with societal values and compliant with relevant legislation.

**Approach**

It has two initial use cases:

- green mortgages for investment in energy-saving measures
- improving risk management for shipment insurance.

**Members**

The Data Sharing Coalition currently has about 30 member participants including: iSHARE, IDSA, MAAS Lab, Equinix, NLAI Coalition, Amsterdam University: Connect2Trust, Dexes, ECP, Equinix, FOCWA, Fortierra, GO FAIR, HDN, International Data Spaces Association, iSHARE, KPN, Maas-Lab, MedMij, Nederlandse AI Coalitie, NEN, Netbeheer Nederland, Nexus, NOAB, Ockto, Roseman Labs, SAE ITC, SBR, SURF, Sustainable Rescue, TanQyou, Techniek Nederland, Thuiswinkel.org, Universiteit van Amsterdam, UNSense, Verbond van Verzekeraars and Visma Connect.

**2. iSHARE**

iSHARE is a Dutch Transport and Logistics Trust Framework for data sharing and was developed as part of the Government-backed Data Sharing Coalition.\(^\text{120}\)

It is a decentralised model, where parties maintain control of what data will be shared with whom and on what conditions/for what purpose. iSHARE is not a platform but a framework. INNOPAY co-created the iSHARE framework with about 20 organisations (customs, ports,

---

logistics, etc). It has only the list of participants and the fact that they have agreed to and demonstrated conformance with operational, technical and legal specifications; so it deals with identification, authentication and access. The idea is that an accession agreement removes the need for separate bilaterals.

It doesn’t appear to involve any data stewardship in the sense of a trusted third party being given control of what data is shared, for what purpose and with whom.

iSHARE is trying to facilitate info on or access to various agreement terms to choose from. The website has a 50-page document setting out typical agreement terms for data sharing and then links to 10–15 sets of licences, and a table for each one setting out which of those typical terms that particular licence covers. The aim is to have 50 sets of terms during 2020. Currently, the licence agreements include Creative Commons, Google API Licence, Montreal, ONS, Open Banking, NIMHDA, Apache, CDLA – (copyleft Linux), Open Database Copyleft, Swedish API Open Source, Microsoft Data Use Agreement and Norwegian Open Data. Currently about 20 organisations are participants.

3. Amsterdam Data Exchange

AMDEX was initiated by the Amsterdam Economic Board and was backed by Amsterdam Science Park and Amsterdam Data Science. The project is supported by the City of Amsterdam.

Vision

‘The Amsterdam Data Exchange (in short: Amdex) aims to provide broad access to data for researchers, companies and private individuals. Inspired by the Open Science Cloud of the European Commission, the project is intended to connect with similar projects across Europe. And eventually even become part of a global movement to share data more easily.’

---


Amdex’s CTO, Ger Baron is quoted as follows: ‘Since 2011, the municipality have had an open data policy. Municipal data is from the community and must therefore be available to everyone, unless privacy is at stake. In recent years we have learned to open up data in different ways... We want to share data, but under the right conditions. This requires a transparent data market which is exactly what the Amsterdam Data Exchange can offer.’

The owner decides which data can be shared with whom and under what conditions. They build a ‘market model in which everyone is able to consult and use data in a transparent, familiar manner.’

4. INSIGHT: The Health Data Research Hub for Eye Health

INSIGHT is a collaboration between University Hospitals Birmingham NHS Foundation Trust (lead institution), Moorfields Eye Hospital NHS Foundation Trust, the University of Birmingham, Roche, Google and Action Against AMD.

INSIGHT’s objective is to make anonymised, large-scale data, initially from Moorfields Eye Hospital and University Hospitals Birmingham, available for patient-focused research to develop new insights in disease detection, diagnosis, treatments and personalised healthcare.

Access to the datasets curated by INSIGHT is through the Health Data Research Innovation Gateway. Applications to access the data will be reviewed by INSIGHT’s Chief Data Officer and then passed to the Data Trust Advisory Board (Data TAB). The Data TAB is formed of members of the public, patients and other stakeholders joining in a private capacity. Applications will be accepted or rejected in a transparent manner and applicants will need to sign strict licensing agreements that prioritise data security and patient benefit.

Currently the governance of INSIGHT is managed through the Advisory Board but at the recent ODI Data Institutions event, it is anticipated that a company Limited by Guarantee may be created.

123 Ibid.
5. Nallian for Cargo

Nallian is a common infrastructure for data sharing between commercial sectors.\(^{124}\) Nallian for Air Cargo is a set of applications built on top of Nallian's Open Data Sharing Platform. The platform allows all stakeholders of a cargo community to connect and share relevant data across their processes, resulting in de-duplication and a single version of the truth for the benefit of airport operators, ground handlers, freight forwarders, shippers, etc. Each data source stays in control of who sees which parts of his data for which purpose. Example communities include Heathrow, Brussels and Luxembourg (e.g. Heathrow Cargo Cloud).\(^{125}\)

6. Pistoia Alliance

The Pistoia Alliance's mission is to lower barriers to R&D innovation by providing a legal framework to enable straightforward and secure pre-competitive collaboration.\(^{126}\) The Alliance is a global, not-for-profit members’ organisation conceived in 2007 and incorporated in 2009 by representatives of AstraZeneca, GSK, Novartis and Pfizer, who met at a conference in Pistoia, Italy.

The Pistoia Alliance’s projects help to overcome common obstacles to innovation and to transform R&D – whether identifying the root causes of inefficiencies, working with regulators to adopt new standards, or helping researchers implement AI effectively. There are currently more than 100 member companies – ranging from global organisations, to medium enterprises, to start-ups, to individuals – collaborating as equals on projects that generate value for the worldwide life sciences community.

7. Biobanks

Biobanks collect biological samples and associated data for medical-scientific research and diagnostic purposes and organise these in a systematic way for use by others.\(^{127}\) The UK Biobank is a registered

---


\(^{127}\) For more information see UK Biobank (2020). Home. [online]. Available at: www.ukbiobank.ac.uk [Accessed 18 Feb. 2021].
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charity that had initial funding of circa £62 million. Its aim is to improve the prevention, diagnosis and treatment of a wide range of serious and life-threatening illnesses such as cancer, heart disease and dementia.

UK Biobank was established by the Wellcome Trust medical charity, Medical Research Council, Department of Health, Scottish Government and the Northwest Regional Development Agency. It has also had funding from relevant charities. UK Biobank is supported by the National Health Service (NHS). Researchers apply to access its resources. The resource is available to all bona fide researchers for all types of health-related research that is in the public interest. Researchers submit an application explaining what data they would like access to and for what purpose. The website provides summaries of funded research and academic papers.

Researchers have to pay for access to the resource on a cost-recovery basis for their proposed research, with a fixed charge for initiating the application review process and a variable charge depending on how many samples, tests and/or data are required for the research project.

- UK Biobank remains the owner of the database and samples, but will have no claim over any inventions that are developed by researchers using the resource (unless they are used to restrict health-related research or access to health-care unreasonably).
- Researchers granted access to the resource are required to publish their findings and return their results to UK Biobank so that they are available for other researchers to use for health-related research that is in the public interest.

The personal information of those joining the UK Biobank is held in strict confidence, so that identifiable information about them will not be available to anyone outside of UK Biobank. Identifying information is retained by UK Biobank to allow it to make contact with participants when required and to link with their health-related records. The level of access that is allowed to staff within UK Biobank is controlled by unique usernames and passwords, and restricted on the basis of their need to carry out particular duties.
8. Higher Education Statistics Agency

The Higher Education Statistics Agency (HESA) is the body responsible for collecting and publishing detailed statistical information about the UK’s higher education sector. It acts as a trusted steward of data that is made available and used by public-sector bodies including universities, public-funding bodies and the new Office for Students.

HESA was set up by agreement between funding councils, higher education providers and Government departments. It is a charitable company operating under a statutory framework and it is a recognised data source for ‘statistical information on all aspects of UK higher education’. It was confirmed as a designated data body (DDB) for Higher Education in England in 2018.

HESA collects, assures and disseminates higher education data on behalf of specific public bodies e.g. Department for Business, Energy and Industrial Strategy (DBEIS), Department for Education (DfE), Office for Students (OfS), UK Research & Innovation (UKRI) and its counterparts in the rest of the UK. As DDB, it compiles appropriate information about higher education providers and courses and makes this available to OfS, UKRI and the Secretary of State for Education. It consults as to the information it publishes with providers, students and graduate employers. OfS holds HESA to account, reporting on its performance every three years.

HESA provides a trusted source of information, supporting better decision making, and promoting public trust in higher education. In addition, it is driven by the wider public purpose of advancing higher education in the UK.

It deploys statistical and open-data techniques to transform and present higher education data. It looks to develop low-cost techniques to improve quality and efficiency of data collection, and aims to ensure as much data as possible is open and accessible to all.

HESA may charge cost-based fees, operating on a subscription basis.

---

128 For more information see HESA (2020). About. [online] Available at: www.hesa.ac.uk/about
9. Safe Havens Scotland NHS Trusts for Patient Data

Safe Havens were developed in line with the Scottish Health Informatics Programme (SHIP), a blueprint that outlined a programme for a Scotland-wide research platform for the collation, management, dissemination and analysis of anonymised Electronic Patient Records (EPRs). The agreed principles and standards to which the Safe Havens are required to operate are set out in the Safe Haven Charter. They aim to get funding research from grants.

The Safe Havens provide a virtual environment for researchers to securely analyse data without the data leaving the environment. Their data repositories provide secure handling and linking of data from multiple sources for research projects. They also provide research support, bringing together teams around health data science. The research coordinators provide support to researchers navigating the data requirements, permissions landscape and provide a mechanism to share the lessons from one project to the next. Users are researchers who are vetted and approved. Data is never released, and personal data cannot be sold. Together, the National Safe Haven within Scottish Informatics Linkage Collaboration (SILC) and the four NHS Research Scotland (NRS) Safe Havens have formed a federated network of Safe Havens in order to work collaboratively to support health informatics research across Scotland.

All the Safe Havens have individual responsibility to operate at all times in full compliance with all relevant codes of practice, legislation, statutory orders and in accordance with current good professional practice. Each Safe Haven may also work independently to provide advice and assistance to researchers as well as secure environments, to enable health informatics research on the pseudonymised research datasets they create. The charter and the network facilitate collaboration between the Safe Havens by ensuring that they all work to the same principles and standards.


132 For more information see Data Linkage Scotland (2020). Home. [online ] Available at: wwwdatalinkagescotland.co.uk [Accessed 18 Feb. 2021].
Problems and opportunities addressed by corporate and contractual mechanisms

Many organisations have started to explore data sharing via the use of contracts, and this model is already used in practice. The complexity of the governance model will vary depending on whether the relationships involved are one-to-one or multi-party data-sharing arrangements and whether there are singular use cases or multiple uses for the same type of purpose. Where the tools of use such as machine learning or AI become part of the agreement, further consideration is needed for defining the architecture of the legal mechanisms involved.

Multi-party and multi-use scenarios using corporate and contractual mechanisms will need to ensure an independent governance body is able to function within the structure. The role of the specific parties involved in the data ecosystem, their responsibilities, qualifications and potential competing interests will need to be considered and balanced. A difficult question emerges where the stewardship entity is absent. In this scenario, who would be the data steward that a contract could be entered into with? For example, an oversight committee composed of representatives of data users and providers could be established, but this would not be a legal entity with an ability to contract.

Other requirements that will need thoughtful consideration, as they have been mentioned throughout this chapter, are connected to the privacy and security of the data, the retention and deletion policy, and restrictions on use and onward transfers and rules of publication of results or research.

To conclude, a series of steps need to be walked through with stakeholders to reach an agreed decision about the model to be employed. Concrete use cases are more likely to generate tangible and efficient mechanisms for the sharing of data, than vague overarching statements of general purpose. The key element here is stakeholder engagement and the more engagement that can be encouraged at the design stage – in terms of purpose, structure and governance – the more likely it is that a data-sharing venture institution will succeed.
Case study: The Social Data Foundation

Brief overview

The Social Data Foundation aims to improve health and social care by accelerated access to linked data from citizens, local authorities and healthcare providers through the creation of an innovative trustworthy and scalable data-driven health and social-care ecosystem overseen by independent data stewards (i.e. the Independent Guardian). This new data institution takes a socio-technical approach to governing collaborative and trustworthy data linkage – and endeavours to support multi-party data sharing while respecting societal values endorsed by the community. Members of the Social Data Foundation will include the Southampton City Council, the University Hospital Southampton NHS Foundation Trust and the University of Southampton. Flexible membership is envisaged in order to allow other organisations to join and the institution to grow.

Governance

A key strength of the Social Data Foundation lies in its socio-technical approach to data governance, which necessitates a high-level of interdisciplinarity and strong stakeholder engagement from the outset (i.e. from the initial stages of design and development). This initiative therefore brings together a multi-disciplinary team of clinical and social-care practitioners with data governance, health data science, and security experts from ethics, law, technology and innovation, web science and digital health.

---


134 The Independent Guardian is defined as follows: ‘A team of experts in data governance, who are independent from the Social Data Foundation Board and oversee the administration of the Social Data Foundation to ensure it achieves its purposes in accordance with its rulebook i.e. that all data related activities realise the highest standards of excellence for data governance. In particular, the Independent Guardian shall (i) help set up a risk-based framework for data sharing, (ii) assess the use cases in accordance with this risk-based framework and (iii) audit and monitor day-to-day all data-related activities, including data access, citizen participation and engagement.’ See Boniface, M. et al. (2020) A Blueprint for a Social Data Foundation.
The Social Data Foundation builds on the data foundations governance framework\textsuperscript{135} developed by the Web Science Institute at the University of Southampton (UK) and Lapin Ltd (Jersey), which includes robust governance mechanisms together with strong citizen representation. Foundations laws are a source of inspiration for the data foundations governance framework. Two particular jurisdictions of interest are the Bailiwicks of Jersey and Guernsey (the Channel Islands) where the role of the guardian is a unique requirement, and is peculiar to these types of structures, which in a data governance model gives rise to independent data stewardship.\textsuperscript{136}

**Data rights**

The Social Data Foundation will not only empower citizens to co-create and participate in health and social care systems transformation, but to exercise their data-related rights. As a trusted third party intermediary (TTPI) that facilitates shared data-analysis projects, the Social Data Foundation will provide a centralised hub for citizens and their data-related requests in relation to a wide range of data (re)usage activities. Agreements will govern relationships between all stakeholders.

The Social Data Foundation will promote adequate data protection and security – and will carry out a risk assessment for each shared data analysis project before any data is shared. Data providers will only share de-identified data as part of the Social Data Foundation. Each of the parties will undertake not to seek to reverse or circumvent any such de-identification of data. Where the Social Data Foundation provides a dynamic linking service\textsuperscript{137} for authorised data users and data at rest remains within data providers’ premises, citizens are better empowered


\textsuperscript{136} Note that all foundations incorporated under Jersey foundations law must have a guardian.

\textsuperscript{137} Dynamic linking service is understood as where two or more sources of health and social care data are brought together on demand according to the specific parameters of an authorised data user’s query where the risk of re-identification is both evaluated before and after data linkage, and mitigated through assurance processes facilitated by the Data Foundation.
to exercise their rights over data linkage activities and oppose, restrict, or end their participation as part of the processing activities.

Case study: Emergent Alliance

Brief overview

The Emergent Alliance initiative was launched in April 2020 with the aim to aid societal recovery post COVID-19. Its objectives are to use data in order to accelerate global economic recovery in response to the outbreak, to make available datasets in the public domain and to develop secure data-sharing systems and infrastructure. The Emergent Alliance operates as a not-for-profit voluntary community made out of corporations, individuals, NGOs and government bodies that ‘contribute knowledge, expertise, data, and resources to inform decision making on regional and global economic challenges to aid societal recovery.’ There can be different roles in this community, such as data contributors (either members of the alliance or participants in the community) making available agreed datasets to the public domain. There can be data scientists interpreting or modelling the data with resources coming from members or crowd-sourced from partners. There could also be individuals or organisations bringing or responding to domain-based problems to the alliance, contributing with datasets, data science or technical resources.

Governance

This case study is based on information from September 2020, and the Emergent Alliance’s legal structure has progressed significantly since then. Initially, the governance structure was operating on the basis of Articles of Association, and using ‘letters of intent’ from members to govern the alliance. Two directors were appointed, and the structure was designed to allow different committees to be formed in order to carry out the set objectives.

---
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Mock case study: Greenfields High School

Greenfields High School is increasingly using digital technologies to deliver teaching materials and improve educational processes. It uses different service providers, which are used by other schools as well. On the one hand, Greenfields High School is interested to compare its performance with other schools, and gain access to data and insights from its service providers. On the other hand, Greenfields High School is interested to learn from the other schools’ experience, and share data to understand the effectiveness of different learning tools and methods.

Greenfields High School is not the only one in this situation. Other schools using online tools are interested in the same goal: to get better insights from the different service providers, to compare performances and to learn from other schools about what tools are most effective for delivering better educational outcomes. They all need data from the different service providers, and from each other, to reach these goals, which ultimately serve the wider public benefit of improving education. Greenfields High School proposes to the other school leadership boards to convene and explore the idea of working together. They also invite their service providers and start discussing a data-sharing agreement that enables a trustworthy environment where each party feels confident to share data with each other.

An independent data steward is appointed in order to ensure the proper management of data and oversee who gets to access what type of data and under which conditions. The data-governance framework also takes into account the students, parents, teachers’ rights and interests. The agreement establishes rules for:

• schools to safely and reliably exchange relevant data among themselves, to compare their performance against that of other schools, by sharing some types of data
• schools to share data, to understand the effectiveness of different learning tools and methods for different educational cycles by comparing student progress (schools keep records of educational data for all pupils for a number of years to track progress)
• a transparent agreement about what data is collected, stored, processed and how it is used, including rules for safeguarding students’ and parents’ rights and interests.
How would contractual mechanisms work?

Data-sharing agreements are set up with a very clear purpose in mind, and the rules and documents could be made public to increase transparency.

An independent data steward is appointed and oversees data management. The governance framework contains provisions around who will be permitted access to data, for what purpose and under what circumstances. The governance arrangements will include mechanisms for enforcing compliance and ensuring that data users have adequate remedies if compliance fails.

The stakeholders could establish a company limited by guarantee (CLG) to fulfil these roles with its members being participating schools – both state and private, academies, further education bodies and data providers.
Final remarks and next steps

This report makes the first attempts to answer the question of how legal mechanisms can help enable trustworthy data use and promote responsible data stewardship. Trustworthy and responsible data use are seen as key to protecting the data rights of individuals and communities, increasing the confidence of organisational data sharing and unlocking the benefits of data in a way that’s fair, equitable and focused on societal benefit.

The legal mechanisms suggested in this report may offer support for encouraging fair and trusted data sharing where individuals and organisations retain control over the use of their data for their own benefit, and often for wider societal good. At the same time, it is important to highlight that responsible data stewardship should not be equated in all circumstances with data sharing, and that responsible data use may sometimes necessitate a decision not to share data. Responsible data use also means robust data-governance architectures that allow for a participatory element in taking decisions about data.

It remains to be seen whether the demand for transformation of data practices will be driven bottom up, top down or from a mixture of both. The mechanisms presented here may form part of the triggers that increase the confidence of individuals to hand over the management of their data, as well as of organisations to break data silos and encourage beneficial uses.

As experience in the digital-platform economy demonstrates, the commodification of data use may ultimately undermine individual or societal interests. For this reason, it needs to be carefully considered whether introducing financial gains for stimulating people to join a data trust or a data cooperative would risk creating an even greater dependency on how efficiently data is exploited, as the economic performance of the company will translate directly into the type of financial rewards those individuals would receive.  

For a more detailed description of this failure model and others see Porcaro, K. (2020). Failure Modes for Data Stewardship. [online] Mozilla Insights. Available at: https://drive.google.com/file/d/1twxDGIBYzOTyM3yHDgA8qyf6LtTk4V7/view [Accessed 18 Feb. 2021].
Open questions remain around the incentives models for establishing the structures presented in this report. Extractive data practices have proven to be successful in maximising the economic performance of some of the big technological companies on the market, despite these problematic business models being criticised today. Therefore, open questions remain around the incentives models for establishing the structures presented in this report, and to what extent such incentives can be considered empowering and truly driving the transformation of data practices.

Importantly, in considering these alternative mechanisms, the benefits coming out of them as institutions – rather than a relationship between parties – is vital. As digital technologies advance and patterns of data use shift, the rules and principles on which civic institutions are founded can act as a stabilising force for collective good. Further exploration is needed as to what democratic accountability would look like for more effective control, compared to the type of control contractual interactions offer.

Remaining challenges

A number of challenges and difficult questions have been pointed out throughout the report, and more issues will arise from the digital challenges that we face today. For example, while the different mechanisms presented here imply structures that offer considerable flexibility, further questions remain regarding how they are able to respond in the context of the new Internet of Things ecosystem, where data sharing is part of everyday life, in real time.

At the same time, it can be imagined that the same type of mechanism can be seen as the solution to distinct problems. For example, there might be groups interested in increasing the amount of data gathered, others interests may be around increasing the amount of data shared, or decreasing the amount of data shared. If the same mechanism is used to respond to such different objectives, what are the potential tensions and how can they be addressed?

Moreover, there is the question of dealing with potential conflicts arising between trusts, cooperatives, and corporate and contractual models. These models will control overlapping data, therefore this could create
potential tensions between structures of the same type (for example between different data trusts themselves), as well as between different structures (for example a data trust in a rivalrous relationship with opposite interest from a data cooperative).

These models should not be seen as container-based models, and important questions arise from interactions between the different types of structures presented. For example, what types of interventions will be needed in order to address potential conflicts between the different structures? How will data rights be enforced when potentially combining datasets across such structures?

This leads to questions around identifying ways in which more granular mechanisms for data protection can be built in and how to strengthen existing regulation. The structures presented here are not meant as enclaves of protection, therefore a strong underlying data protection layer is essential for preventing harm and achieving responsible outcomes.

There is also an important conversation about how legal mechanisms and other types of mechanisms such as technical ones (for example data passports and others briefly described in Annex 1) might interact or reinforce data stewardship.

Other difficult questions that need further research and consideration would be:

- How will different privacy standards apply in certain situations, for instance if the data is stored by a merchant located outside of the UK (or the EU)?
- How can the challenges related to ensuring the independence of different governance boards be addressed?
- What are the limitations for each legal mechanism presented? For example, in a contractual model where a stewardship entity is absent, who would be the data steward that a contract could be entered into with? (An oversight committee composed of representatives of data users and providers could be established, but this would not be a legal entity with an ability to contract.)
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- What are the implications for the transferability or mandatability of GDPR rights in light of the Data Governance Act?
- Would a certification scheme similar to BCorps provide value for certifying data stewardship structures?¹⁴⁴
- Could these models be used for handling other types of assets?

On a broader scale, in the context of data sovereignty or data nationalism, where increasing numbers of countries insist that the personal data of their nationals be stored on servers in that jurisdiction, the demands of data governance are likely to increase going forward. If data contexts involve data from nationals of more than one jurisdiction, managing data across jurisdictions would involve complex administration requiring sufficient income to support it.

Notwithstanding the aim to facilitate trusted data sharing that results in wider societal, economic and environmental benefit, there remains the broader societal question of what do we want societies to do with data, and towards which positive ambitions are we aspiring in practice?

Next steps

As observed from the list of case studies, some of the legal mechanisms are in existence and available for immediate operation. Important lessons can be drawn from these examples, but there remains an overarching need for more testing, development, investment and knowledge building. Other mechanisms such as data trusts represent a novel and unexplored model in practice and require piloting and better understanding. Next steps would involve practical implementation of each approach, research and trialling and developing guidance for practitioners.

Challenges created by the global state of public health emergency from the COVID-19 virus, as well as developments on the geopolitical side (such as the UK leaving the European Union and new trade agreements being discussed) and on the technological side (for example with new data sources and new ways of data processing), trigger the need for robust data-sharing structures where data is stewarded responsibly.

---

¹⁴⁴ BCorps are companies balancing profit gains with societal outcomes which receive a certification based on social and environmental performance, public transparency, and accountability. For more information see B Corporation (n.d.) About B Corps. [online]. Available at: https://bcorporation.net/about-b-corps [Accessed 18 Feb. 2021].
This creates an opportunity for the UK to take the lead in shaping the emerging data-sharing ecosystem by investing in alternative approaches to data governance. The mechanisms presented in this report offer a starting ground for consolidating responsible and trustworthy data management and a way towards establishing best practices and innovative approaches that can be used as reference points more globally.
Annexes

Annex 1: Existing mechanisms for supporting data stewardship

The legal mechanisms presented in this report support organisational solutions to collective action problems with data, and can be complemented by norms and rules for data stewardship and technology.

Examples of these complementarities include regulatory mechanisms, like the General Data Protection Regulation and the European Commission's proposed Data Governance Act (which envisions data-sharing intermediaries and mechanisms for 'data for the common good' or data altruism).

By way of illustration, some of the key GDPR considerations that will translate into all the legal mechanisms described in this report for data providers will include:

1. ensuring that the data sharing is lawful and fair, which in addition to not being in breach of other laws, will include establishing a lawful basis under GDPR, such as:
   a. the 'legitimate interests' basis, which requires the data provider to satisfy itself, via a three-part test and documented Legitimate Interests Assessment, that the data-sharing is necessary to achieve legitimate interests of the data provider or a third party and that these interests are not overridden by the rights and interests of the data subjects; or
   b. that the data provider has the consent of the data subjects to share the data, which may be impractical or difficult to achieve, particularly for legacy data; to the extent that the data is 'special category data' (such as health data), whether one of the limited conditions for sharing such data is satisfied e.g. necessary for scientific research;

2. whether the principle of transparency has been satisfied in terms of informing data subjects of the specific disclosure of their data to, and use of their data by, the data-sharing venture;
3. whether processing of the data by the venture is incompatible with the original purposes for which the data provider collected and processed the data and thereby in breach of GDPR’s ‘purpose limitation’ principle;
4. ensuring that the shared data is limited to what is necessary for the purposes for which the venture will process it (the ‘data minimisation’ principle);
5. ensuring that the data is accurate and where necessary kept up to date (‘accuracy’);
6. ensuring that the data will not be retained in a form that permits identification of the data subjects for any longer than necessary;
7. conducting due diligence on the data security measures established to protect data contributed to the venture;
8. ensuring that there is a mechanism in place enabling data subjects to exercise their rights of data access, rectification, erasure, portability and right to object, including the right not to be subject to automated decision-making (‘rights’);
9. identifying any cross-border transfers of the data, or remote access to the data from outside the UK, and ensuring that such transfers or access are conducted in compliance with one of the mechanisms under GDPR; and
10. ensuring that all accountability requirements under GDPR are satisfied where appropriate, including Data Protection by Design and Default, Data Protection Impact Assessments, Appropriate Policy Document, Record of Processing Activities and mandatory contractual requirements.  

Other complementaries could be technical mechanisms, such as Decidim, a digital platform for citizen participation – mechanisms that are also being explored as part of the Open Data Institute programme or the Alan Turing Institute’s framework on Data safe havens in the cloud, and the UK Anonymisation Network (UKAN) methodology.

---

146 For more information see https://decidim.org
for Data Situation Audits, part of the Anonymisation Decision-Making Framework.\textsuperscript{149} Together, these are the building blocks of a trustworthy institutional regime for data governance that could unlock the value of data.

There are also \textbf{governance mechanisms} that are starting to show what might work. For example, the participatory data governance mechanisms deployed in Genomics England\textsuperscript{150} or The Good Data\textsuperscript{151} mean that members can participate in the decision-making process and realise the potential of good data stewardship. Furthermore, work highlighted by researchers such as Salomé Viljoen and research institutes such as the Bennett Institute for Public Policy show there are also institutional mechanisms which can be used to improve the stewardship of data.\textsuperscript{152}

The rules in place, the choice of collaboration and how this translates in contractual terms constitute the ‘institutional framework’ within which organisational forms. This report speaks to the possibilities of how these organisational structures and how association take place.

Other complementaries could be \textbf{codes of practice} or \textbf{ethical codes} together with social arrangements that create pressure for abiding by the rules (e.g. being thrown out of the group and denied access to the data).

For example, aside from contractual terms, different legal structures might also have a rulebook or code of conduct that sets out the obligations of the data providers and data users, including those relating to GDPR. This could form a formal code of conduct under GDPR.

The UK Information Commissioner’s Office (ICO) is keen to incentivise such codes. If such a code was created in compliance with the GDPR and approved by the ICO, there is the potential to create a standard form Rulebook that could be used by other similar data models. There are however certain requirements that would need to be complied with – e.g. the Code must have a clear purpose and scope. It would have to be prepared and submitted by a body representative of the categories of the data controllers and data processors involved. The Code would need to meet the particular needs of the sector or processing activities.

---

\textsuperscript{149} See UK Anonymisation Network (UKAN), Anonymisation Decision-Making Framework.

\textsuperscript{150} For more information see: Genomics England (n.d.) Home. [online]. Available at: www.genomicsengland.co.uk

\textsuperscript{151} For more information see: TheGoodData (2020). Home. Available at: www.thegooddata.org

and address a clearly identified problem. It would need to facilitate the application of GDPR and be tailored to the sector – in other words add value through clear specific solutions and go beyond mere compliance with the law. Any amendments would need to be approved by the ICO.

It is also important to note the ICO's efforts in establishing regulatory sandboxes to enable companies to test new data innovations and technologies – including data-sharing projects – in a safe and controlled environment, while receiving privacy and regulatory guidance. Such regulatory sandboxes provide an interesting tool to promote data sharing for the benefit of individuals and society, while minimizing risks to people's privacy, security and human rights.

**Annex 2: EU data economy regulation**

**Background information**

Between 1960 and 1980 public concerns around automation increased around the world. In Europe, member states were facing challenges around computerisation, predominantly in public administration, and member states started adopting different data-protection rules. The first efforts to harmonise data-protection rules began and led to the adoption of the Directive 95/46/EC (Data Protection Directive) on personal data protection, which entered into force in 1995.\(^{153}\)

The two main objectives of the Data Protection Directive were to protect fundamental rights and freedoms of individuals, and to focus on the free movement of personal information as an important component of the internal market. Therefore, the adoption of European data protection legislation is rooted in the internal market and integration efforts.

With the consolidation of individual rights in the EU in the Charter of Fundamental Rights, which entered into force in 2009, the right to personal data protection was recognised as a distinct right to the right to privacy. The right to data protection is enshrined in Article 8 of the Charter of Fundamental Rights of the European Union (the Charter)

and in Article 16 of the Treaty on the Functioning of the European Union (TFUE). Thus, the EU’s competence to enact the Data Protection Directive was an internal market one.

In 2015, building on early harmonisation and integration efforts, the European Commission adopted the Digital Single Market (DSM) Strategy, which set the goal to develop a European data economy.\(^{154}\) This means creating a common market across member states that eliminates impediments to transnational online activity in order to foster competition, investments and innovation:

‘A Digital Single Market is one in which the free movement of goods, persons, services and capital is ensured and where individuals and businesses can seamlessly access and exercise online activities under conditions of fair competition, and a high level of consumer and personal data protection, irrespective of their nationality or place of residence.’

The Digital Agenda talks about better access to online goods and services, high-speed, secure and trustworthy infrastructures and investment in cloud computing and big data.\(^{155}\) For these purposes a number of regulatory interventions were proposed, such as consumer protection laws, the reform of the telecommunications framework, a review of the privacy and data protection in electronic communications law, and new rules for ensuring the free flow of data.

In 2018, the General Data Protection Regulation entered into force after a two-year transition period.\(^{156}\) The regulation updates the data-protection measures while maintaining the same two goals as


\(^{155}\) Ibid.

\(^{156}\) Regulation 2016/679 of the European Parliament and of the Council of 27 April 2016 on the protection of natural persons with regard to the processing of personal data and on the free movement of such data (General Data Protection Regulation). Available at: https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32016R0679
the 1995 Data Protection Directive: strengthen individual rights and enable the free flow of data in the EU internal market.

Another relevant regulation adopted in 2018 was the Regulation on the Free flow of non-personal data. It aims to ensure data processing increases productivity to create new opportunities and supports the development of the data economy in the Union.\textsuperscript{157} It aims to achieve these goals by prohibiting data localisation requirements in member states (except for national security grounds) and counters vendor lock-in practices in the private sector. It also includes rules supporting data portability and interoperability as a way to ensure data mobility within the EU, increase competition and foster innovation. The Regulation intends to deal only with anonymised and aggregate data sets such as for big data analytics, farming related data, industrial production data – e.g. data on maintenance for industrial machines.

On 19 February 2020, the European Commission published the EU Data Strategy,\textsuperscript{158} along with a whitepaper on artificial intelligence\textsuperscript{159} and a communication on shaping Europe’s digital future.\textsuperscript{160} The European Commission supports a ‘human centric approach’ to technological development and the creation of “EU-wide common, interoperable data spaces [...] overcoming legal and technical barriers to data sharing across organisations.”\textsuperscript{161}

**Annex 3: RadicalxChange’s Data Coalitions**

This is a conceptual model that incorporates elements of all of the three legal mechanisms presented in this report.

The RadicalxChange Foundation is a non-profit ‘envisioning institutions that preserve democratic values in a rapidly-changing technological

\textsuperscript{157} Recital 2 of the Regulation 2018/1807 on a framework for the free flow of non-personal data in the European Union. Available at: https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:32018R1807

\textsuperscript{158} See European Commission (2020). A European strategy for data.


\textsuperscript{161} European Commission (2020). A European strategy for data.
landscape’, premised on the idea that data is essentially associated with groups, not individuals. If value comes from network effects, they ask, who owns the network? Social graphs of individuals necessarily contain information about a network of others; most records such as emails and calendar entries also refer to others; any data about one individual may be used to create a predictive profile of others. Through this account, in correcting imbalances and asymmetries, privacy is a red herring.\footnote{163}

To that end, RadicalxChange proposes data coalitions, which are fiduciaries for their members, but would require legislation, new regulation and an oversight board (in the US context). The problem they are meant to solve is that data subjects have less bargaining power with data consumers because the data they supply overlaps in content with that of other individuals. A data coalition would in effect bargain for all its members, aggregating and thereby increasing their influence. In this respect, they are intended to play a similar role to bottom-up data trusts.\footnote{164}

**Governance:** RadicalxChange envisages a Data Relations Board created by legislation with quasi-judicial powers to administer the area. A data coalition would legally interpose between individuals and data consumers to negotiate terms of use, privacy policies, etc. Governance would be democratic through the membership. Decisions would have to be binding on all members.

**Data rights:** To become a member, individuals would assign exclusive rights to use (some of) their data to the coalition (e.g. assigning exclusive rights to all their browsing data). The coalition would then negotiate with data consumers for the use of the data. The coalition’s rights to data would be defined contractually, and the board would ensure that the relevant data could not be collected by another entity, except through the coalition. Rights to the use of data could never be transferred permanently to a data consumer. Members could leave, and take their data with them, perhaps to an alternative coalition.

---


The outcome of a successful initiative would be not unlike the ambitions of the UK Government’s Smart Data Initiative.\textsuperscript{166}

Sustainability of the initiative: Given the legal framework the idea requires, it would be sustainable if there was enough business to support a coalition. The proposed business model is that the coalition makes money from the data, and passes a proportion of the profits on to its members. It is, however, on the drawing board and presumes an objective to share profits with members proportionally. The legal framework itself is unlikely to emerge in the near term.
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About the Ada Lovelace Institute

The Ada Lovelace Institute was established by the Nuffield Foundation in early 2018, in collaboration with the Alan Turing Institute, the Royal Society, the British Academy, the Royal Statistical Society, the Wellcome Trust, Luminate, techUK and the Nuffield Council on Bioethics.

The mission of the Ada Lovelace Institute is to ensure that data and AI work for people and society. We believe that a world where data and AI work for people and society is a world in which the opportunities, benefits and privileges generated by data and AI are justly and equitably distributed and experienced.

We recognise the power asymmetries that exist in ethical and legal debates around the development of data-driven technologies, and will represent people in those conversations. We focus not on the types of technologies we want to build, but on the types of societies we want to build.

Through research, policy and practice, we aim to ensure that the transformative power of data and AI is used and harnessed in ways that maximise social wellbeing and put technology at the service of humanity.

We are funded by the Nuffield Foundation, an independent charitable trust with a mission to advance social well-being. The Foundation funds research that informs social policy, primarily in education, welfare and justice. It also provides opportunities for young people to develop skills and confidence in STEM and research. In addition to the Ada Lovelace Institute, the Foundation is also the founder and co-funder of the Nuffield Council on Bioethics and the Nuffield Family Justice Observatory.

Find out more:

Website: Adalovelaceinstitute.org
Twitter: @AdaLovelaceIInst
Email: hello@adalovelaceinstitute.org
About the AI Council

The AI Council is a non-statutory expert committee of independent members, established in 2019 to provide advice to the Government and high-level leadership of the AI ecosystem.

It works to support the growth of AI in the UK, promote its adoption and use in businesses and society, and encourage experts to focus on priority topics in AI. Its aims are to:

• provide an open dialogue and exchange of ideas between industry, academia and government;
• advise the Government on its current priorities, opportunities and challenges for AI policy;
• share research and development expertise and horizon scan for new AI technologies, applications and their impact;
• work on public perception of AI, and on raising the profile of the AI and Data Grand Challenge.

The Council’s membership brings together leading experts in their field from across industry, academia and the public sector. It covers a wide range of backgrounds and expertise to contribute to its leadership of the AI ecosystem.

The AI Council is chaired by Tabitha Goldstaub, UK AI Business Champion and co-founder of CogX.

Find out more:

Website: www.gov.uk/government/groups/ai-council
Twitter: @OfficeforAI
Email: ai.council.secretariat@officeforai.gov.uk
Endorsements

The Open Data Institute (ODI)
The Open Data Institute is an independent non-profit headquartered in London. The ODI was co-founded in 2012 by the inventor of the web Sir Tim Berners Lee and Artificial Intelligence expert Sir Nigel Shadbolt. The ODI's vision is a world where data works for everyone, and it works with companies and governments to build an open, trustworthy data ecosystem.

Website: https://theodi.org
Twitter: @ODIHQ

City of London Law Society
The City of London Law Society is one of the largest local Law Societies in the United Kingdom, representing approximately 17,000 London City lawyers through individual and corporate membership including some of the largest international law firms in the world.

Website: www.citysolicitors.org.uk/clls
Twitter: @TheCLLS

Data Trusts Initiative
Supported by a donation from the Patrick J McGovern Foundation, the Data Trusts Initiative will fund research and engagement activities at the interface of technology, policy and the law. By building a community of researchers and social entrepreneurs and supporting pilot data trusts projects, the Initiative will shift discussions about data trusts from principle to practice. The Initiative is hosted by the University of Cambridge's Department of Computer Science and Technology and organised in collaboration with the University of Birmingham.

Website: https://datatrusts.uk
Email: data-trusts@cst.cam.ac.uk