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Amelia Andersdotter 
Data Protection Technical Expert 
and Founder, Dataskydd 

Amelia Andersdotter is a specialist 
in mathematical statistics and business 
law who has worked at the intersection 
of technology, society and law since 2009. 
She was network equipment and internet 
protocol technical standards expert at 
UK-based human rights organisation 
ARTICLE19 and a member of the European 
Parliament for the Pirate Party. Through 
the Swedish NGO Dataskydd.net she 
operates the Webbkoll privacy check 
service for websites, aiming to facilitate 
better technical data protection 
measures for all. 

Professor Anne Cheung 
The University of Hong Kong, Faculty of Law 

Anne Cheung is a professor of Law at the 
University of Hong Kong. She has researched 
in areas of law and technology, freedom 
of expression and privacy. Her recent project 
is on China�s social credit system. Anne�s 
writings include co-editing the book Privacy 
and Legal Issues in Cloud Computing (2015). 

Professor Diane Coyle 
University of Cambridge, Department 
of Politics and International Studies 
and Co-director of the Bennett Institute 
for Public Policy 

Diane Coyle is the Bennett Professor 
of Public Policy at the University of 
Cambridge. Her research focuses on 
the digital economic and economic 

measurement. She founded Enlightenment 
Economics, a consultancy specialising in 
economic issues related to new technologies, 
innovation and competition policy. She is also 
an expert adviser to the O�ce for National 
Statistics and National Infrastructure 
Commission. Diane is the author of several 
books, including Markets, State, People: 
Economics for Public Policy, examining how 
societies reach decisions about the use and 
allocation of economic resources, and the 
bestselling GDP: A Brief but A�ectionate 
History, and The Economics of Enough. 

Gracie Bradley 
Policy and Campaigns Manager, Liberty 

Gracie Mae Bradley is a human rights 
campaigner and policy expert, currently 
Policy and Campaigns Manager at Liberty. 
She wrote Liberty�s Care Don�t Share report, 
which explores government use of data in 
implementing the �hostile environment�. She 
leads work across policing, immigration, 
counter-terror and surveillance, and 
campaigns with Schools ABC. 

Martin TisnØ 
Managing Director, Luminate 

As Managing Director of Luminate, Martin 
is responsible for their Data & Digital Rights 
impact area, Europe region, and policy 
and advocacy activities. Martin brings 
over 15 years of investment and leadership 
experience to his role, including founding 
and co-founding two multi-stakeholder 
initiatives and three NGOs. 
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Dr Michael Veale 
University College London, Faculty 
of Laws and the Alan Turing Institute 

Dr Michael Veale is Lecturer in Digital Rights 
and Regulation at UCL’s Faculty of Laws 
and Digital Charter Fellow at the Alan Turing 
Institute. He specialises in the intersection 
of human-computer interaction, computer 
science and technology law, particularly 
concerning privacy, data protection and 
digital tracking, and emerging technologies 
including machine learning, artifcial 
intelligence and encrypted data analysis. 
Michael's work has been drawn upon widely 
by regulators and legislatures, and he has 
authored reports in these areas for a range 
of organisations, including the Law Society, 
the Royal Society, the Commonwealth 
Secretariat and the European Commission. 

Dr Natalie Hyacinth 
University of Bristol, School of Sociology, 
Politics and International Studies 

Dr Natalie Hyacinth is a Senior Research 
Associate in the School of Sociology, Politics 
and International Studies at the University 
of Bristol. Her research incorporates 
Geopolitics, Philosophy and Black Studies. 
She is part of the Government Equalities 
Ofce's Workplace and Gender Equality 
(WAGE) Research Network and the 
Sonic Cyber Feminisms collective, 
and a Researcher for the Race, Culture 
and Ethnicity (RACE) group of the Royal 
Geographical Society. 

Dr Orla Lynskey 
London School of Economics, 
Department of Law 

Orla Lynskey is an Associate Professor 
of Law at the LSE and a Visiting Professor 
at the College of Europe, Bruges. Her 
research focuses on data protection law 
and policy, and in particular data protection 
enforcement and the intersection between 
data protection and competition law. 

Paul Nemitz 
EU Commission and German Data 
Ethics Commission 

Paul Nemitz is Principal Adviser on Justice 
Policy to the EU Commission and a Member 
of the German Data Ethics Commission. He 
has held posts in the Legal Service of 
the European Commission, the Cabinet 
of the Commissioner for Development 
Cooperation and in the Directorates General 
for Trade, Transport and Maritime Afairs. 
He is a visiting Professor at the College 
of Europe, Bruges, teaching EU Law. 

Raegan MacDonald, 
Head of EU Policy, Mozilla 

Raegan MacDonald leads Mozilla's policy 
work in the EU, covering a range of issues 
including privacy, data protection, content 
regulation and disinformation. Prior to joining 
Mozilla, Raegan worked at Access Now and 
before that, at European Digital Rights (EDRi). 
She is Chair of the board of the Digital 
Freedom Fund (DFF) and a board 
member of EDRi. 
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Rashida Richardson 
Director of Policy Research, AI Now Institute  

Rashida Richardson is Director of Policy 
Research at New York University’s AI Now 
Institute, where she designs, implements, 
and coordinates AI Now’s research strategy 
and initiatives on the topics of law, policy 
and civil rights. She previously worked as 
Legislative Counsel at the American Civil 
Liberties Union of New York (NYCLU), where 
she led the organisation’s work on privacy, 
technology, surveillance and education. 
Prior to the NYCLU, she was a staf attorney 
at the Center for HIV Law and Policy, and 
worked at Facebook Inc and HIP Investor 
in San Francisco. 

Ravi Naik  
Lawyer, ITN Solicitors 

Ravi Naik is a multi-award-winning solicitor 
(the UK Law Society’s 2018 Human Rights 
Lawyer of the Year) with a groundbreaking 
practice at the forefront of data rights and 
technology. That practice includes the 
leading case against Cambridge Analytica 
for political prof ling and the leading 
regulatory complaint against the advertising 
technology industry. Ravi provides advice 
to a range of stakeholders on data rights 
and data protection matters, including 
multinational commercial f rms, international 
unions, global NGOs through to governmental 
authorities. Ravi is a well-known advocate 
and speaker on developing rights in 
technology, has written extensively 
and conducts research on the subject. 

Steven Croft  
Bishop of Oxford and Centre 
for Data Ethics and Innovation 

Steven Croft is the Bishop of Oxford and 
was previously the Bishop of Shefeld. He 
has been a member of the House of Lords 
since 2013 and was a member of the Select 
Committee on Artif cial Intelligence. He is 
a founding board member for the Centre 
for Data Ethics and Innovation. 

Dr Taylor Owen  
McGill University, Max Bell 
School of Public Policy 

Taylor Owen is the Beaverbrook Chair in 
Media, Ethics and Communications and 
Associate Professor in the Max Bell School 
of Public Policy at McGill University. 
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Next steps 

Over the next two years, we will conduct 
research and engage the broader public 
about how data is described and discussed, 
how it is governed and how values of 
democratic oversight, equality, solidarity 
and privacy can be embedded in data 
access and use. We will work with partners 
to develop a precise and accessible 
language, making sure that people can join 
the conversation while still embracing the 
complexities of the matter at hand. 

If you would like to fnd out more 
about Rethinking Data as it develops, 
you can sign up to our newsletter 
or contact the Rethinking Data team 
hello@adalovelaceinstitute.org 

We will be communicating about 
Rethinking Data through Ada’s own 
channels: @AdaLovelaceInst 

Data is a potential 
source of insight and 
information about all 
of us and its use is 
increasingly shaping 
our existence, so it’s 
time for people to 
have greater agency 
and control over how 
it is governed. 

mailto:hello@adalovelaceinstitute.org
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s 1 Moorfelds Eye Hospital (2019) Breakthrough 

in AI Technology to Improve Care for Patients: 

www.moorfelds.nhs.uk/content/breakthrough-

ai-technology-improve-care-patients 

2 Transport Network (2019). Buses to 

Go Open Data with New DtF Platform: 

www.transport-network.co.uk/Buses-to-go-

open-data-with-national-DfT-platform/15789 

3 Zubof, S. (2019). The Age of Surveillance Capitalism: 

The fght for a human future at the new frontier of 

power. New York: Public Afairs 

4 Amnesty International (2019). Surveillance Giants: 

How the business model of Google and Facebook 

threatens human rights: https://amnesty.org/en/ 

documents/pol30/1404/2019/en/ 

5 See, for instance, the work undertaken by Professor 

Diane Coyle at the Bennett Institute for Public Policy 

on the value of data: www.nufeldfoundation.org/ 

valuing-datafoundations-data-policy 

6 British Academy and the Royal Society (2017). 

Data Management and Use: Governance in the 21st 

Century: https://royalsociety.org/topics-policy/ 

projects/data-governance/ 

7 Mantelero, A. (2016). From Group Privacy to Collective 

Privacy: Towards a new dimension of privacy and 

data collection in the big data era (extract from book: 

Group Privacy: New Challenges of Data Technology) 

www.researchgate.net/publication/312421289_From_ 

Group_Privacy_to_Collective_Privacy_Towards_a_ 

New_Dimension_of_Privacy_and_Data_Protection_in_ 

the_Big_Data_Era 

8 Doteveryone survey: People, Power and Technology: 

The 2018 digital attitudes report: www.doteveryone. 

org.uk/project/peoplepower/tech 

9 Random surveys, run by the University of Pennsylvania 

in 2009, 2012 and 2015, have showed a persistent 

belief among interviewees that the existence of 

privacy policies was enough to limit the extent to which 

the website they were browsing was sharing data with 

third parties. Instead of consenting to data use, people 

resign themselves to it, while surveillance appears 

increasingly normalised and participation in choices 

of public interest is curtailed. Clearly, this resignation 

is not merely a case of apathy. 

10 Data justice is defned by academic Linnet 

Taylor at the Tilburg Institute for Law, technology 

and Society as ‘fairness in the way people 

are made visible, represented and treated 

as a result of their production of digital data’: 

www.doi.org/10.1177%2F2053951717736335 

11 Royal Statistical Society and Ipsos MORI survey 

on trust in data (2014): www.statslife.org.uk/ 

images/ pdf/rss-datatrust-data-sharing-attitudes-

researchnote.pdf 

12 Coyle,  D. (2019).  Valuing data is tricky but crucial 

for the public good, Financial  Times  [online]: 

www.ft.com/content/b5bc3762-09f9-11ea-

8f78fcec0c3b0f9 12 

13 Mazzucato, M. (2014). Mission-oriented Innovation 

Policy:  The  challenges  and  opportunities. UCL 

Institute for Innovation and Purpose. [online]: 

www.ucl.ac.uk/bartlett/public-purpose/sites/public-

purpose/fles/moip-challenges-and-opportun ities-

working-paper-2017–1.pdf 

14 See papers on the joint seminar hosted by the 

Royal Society, British Academy and techUK: 

www.thebritishacademy.ac.uk/publications/data-

ownership-rights-controls-seminar-report, and 

Samson R. and Gibbon K. and Scott A. (2019) About 

Data about Us. [online]: www.thersa.org/discover/ 

publications-and-articles/reports/data-about-us 

15 Doteveryone survey: People, Power and Technology: 

The 2018 digital attitudes report:  www.doteveryone. 

org.uk/project/peoplepower/tech 

16 The report of the German Data Ethics Commission 

(2019): www.datenethikkommission.de/wp-content/ 

uploads/191015_DEK_Gutachten_screen.pdf 

17 Royal Academy of Engineering (2019). Towards 

Trusted Data Sharing: Guidance and case studies: 

www.reports.raeng.org.uk/datasharing/case-studies/ 

18 British Academy and the Royal Society (2017). Data 

Management and Use: Governance in the 21st Century 

19 The report of the German Data Ethics Commission 

(2019):  www.datenethikkommission.de/wp-content/ 

uploads/191015_DEK_Gutachten_screen.pdf 

https://amnesty.org/en/documents/pol30/1404/2019/en/
https://amnesty.org/en/documents/pol30/1404/2019/en/
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These texts are fundamental to thinking about 
data in the three areas we have identifed 
(see network map p. 18). 

Regulations 

British Academy and Royal Society (2017) 
Data Management and use: Governance 
in the 21st Century 

Amnesty International (2019) 
Surveillance Giants 

Bennett Institute (2019) Regulation 
of Online Platforms 

Bennett Institute (2019) Thinking 
about GovTech 

Centre for Data Ethics and Innovation 
(2019) Review into Bias in Algorithmic 
Decision-Making 

German Data Ethics Commission (2019) 
Opinion of the Data Ethics Commission 

Leslie, D. / Alan Turing Institute (2019) 
Understanding Artifcial Intelligence Ethics 
and Safety: A guide for the responsible 
design and implementation of AI systems 
in the public sector 

Narratives 

Royal Society and Leverhulme Centre for the 
Future of Technology (2017) Portrayals and 
Perceptions of AI and Why They Matter 

Doteveryone (2018) People, Power 
and Technology 

Open Data Institute and Royal Society 
of the Arts (2019) About Data About Us 

Practices 

Bass, T., Sutherland, E. and Symons, T./ Nesta 
(2018) Reclaiming the Smart City: Personal 
Data,Trust and the New Commons 

Arenas, D. et al. (2019) Design Choices 
for Productive, Secure, Data-Intensive 
Research at Scale in the Cloud 

Mulgan, G. and Straub, V. / Nesta (2019) 
The New Ecosystem of Trust 

Open Data Institute (2019) Data Trusts: 
Lessons from Three Pilots 
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Our mission 

Ada’s mission is to ensure that data and AI work for people and society. We 
believe that a world where data and AI work for people and society is a world in 
which the opportunities, benefts and privileges generated by data and AI are 
justly and equitably distributed and experienced. 

We recognise the power asymmetries that exist in ethical and legal debates 
around the development of data driven technologies, and will represent people 
in those conversations. We focus not on the types of technologies we want to 
build, but on the types of societies we want to build. 

Through research, policy and practice, we aim to ensure that the transformative 
power of data and AI is used and harnessed in ways that maximise social 
wellbeing and put technology at the service of humanity. 

Ada was established by the Nufeld Foundation in early 2018, in collaboration 
with the Alan Turing Institute, the Royal Society (a convening partner of the 
Rethinking Data programme), the British Academy, the Royal Statistical Society, 
the Wellcome Trust, Luminate, techUK and the Nufeld Council on Bioethics. 

Ada is funded by the Nufeld Foundation, an independent charitable trust 
with a mission to advance social well-being. The Foundation funds research that 
informs social policy, primarily in education, welfare and justice. It also provides 
opportunities for young people to develop skills and confdence in STEM and 
research. In addition to the Ada Lovelace Institute, the Foundation is also the 
founder and co funder of the Nufeld Council on Bioethics and the Nufeld 
Family Justice Observatory. 

W: adalovelaceinstitute.org 

T: @AdaLovelaceInst 

E: hello@adalovelaceinstitute.org 

Ada Lovelace Institute 

28 Bedford Square 

London WC1B 3JS 

+44 (0) 20 7631 0566 

Registered charity 206601 

mailto:hello@adalovelaceinstitute.org
https://adalovelaceinstitute.org
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